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Preface Second Edition

The concept of the first edition (see preface of the first edition) was taken up favor-
ably by the reader, so that in the fundamental structure no change was needed.

Supplements and clarifications were effectively carried out. In the second edi-
tion, newer developments in the area of 3D vision and embedded vision systems
(embedded camera) were added. These modifications can be found in an addi-
tional chapter “Smart Camera and Vision Systems Design” and in the supple-
ments of other chapters.

Finally, my thanks goes to the authors who did really a hard job to realize the
second edition and the professionals at Wiley, in particular Nina Stadthaus and
Dr. Martin Preuß who were responsible for the second edition.

Plochingen, January 2017 Alexander Hornberg
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Preface First Edition

Why a Further Book on Machine Vision?

Writing another book about machine vision (or image processing) was initially
thought to be unnecessary. The search for a book that describes the whole infor-
mation processing chain was unsuccessful, because most of the books deal pre-
dominantly with the algorithms of image processing, which is an important part
of a machine vision application. Those books do not insist that a digital image of
the real part of the world has to be acquired which has some important properties:

• High contrast
• High resolution.

The success of developing a machine vision system depends on the understand-
ing of all parts of the imaging chain. The charm and the complexity of machine
vision lies in the range of the specialized engineering fields involved in it, namely

• mechanical engineering
• electrical engineering
• optical engineering
• software engineering

each of which struggles for a primary role. The interdisciplinary thought is the
base for the successful development of a machine vision application. Today, we
have a new term for this field of engineering called mechatronics. This situation
determines the difficulties and the possibilities of machine vision inspection.

The book is written for users and developers who have little familiarity with
machine vision technology and want to gain further insights into how to develop
a machine vision inspection system in industrial field.

The goal of the book is to present all elements of the information processing
chain (see Chapters 3–8) in a manner such that even a nonspecialist (e.g., a sys-
tem integrator or a user) can understand the meaning and functions of all these
elements.

Chapter 1, “Processing of Information in the Human Visual System,” may at
first glance seem irrelevant to the subject of the book. Yet, for understanding the
problems and methods of machine vision systems, it is useful to know some of
the properties of the human eye. There are many similarities between the human
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eye and a digital camera with its lens. Also the items color and color models have
their roots in the visual optics.

Chapter 2, “Introduction to Building a Machine Vision Inspection,” gives a first
overview and an introduction of what the user has to do when he/she wants to
build a machine vision inspection. The goal is to give an assistance and a guideline
for the first few steps. Of course, the individual practice can skip it.

Chapters 3–8 treat different elements of the information processing chain
(Figure 1) in detail.

Sample under inspection

Lighting

Camera

Interface

Outputs (known)

Lenses

Computer

Optical engineering

Software engineeringImage analysis

Electrical engineering

Figure 1 Information processing chain.

• Lighting (Chapter 3)
• Lenses (Chapter 4)
• Camera Calibration (Chapter 5)
• Camera (Chapter 6)
• Camera Computer Interfaces (Chapter 7)
• Algorithms (Chapter 8).

The last chapter, “Machine Vision in Manufacturing,” concludes the loop to
Chapter 2 and demonstrates the application of machine vision inspection in the
industrial sector.

Finally, I would like to express my special thanks to the respected authors
and their companies for their great engagement in making this book possible
and Wiley-VCH for giving me an opportunity to present my understanding of
machine vision to an international audience. In particular, I would like to thank
Dr. Thoß and Mrs. Werner for their commitment and patience.

Plochingen, December 2005 Alexander Hornberg
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Processing of Information in the Human Visual System
Frank Schaeffel

Sektion für Neurobiologie des Auges, Forschungsinstitut für Augenheilkunde, Universitätsklinikum Tübingen,
Calwerstrasse 7/1, 72076 Tübingen, Germany

1.1 Preface

To gather as much necessary information as possible of the visual world, and
neglect as much unnecessary information as possible, the visual system has
undergone an impressive optimization in the course of evolution, which is
fascinating in each detail that is examined. A few aspects will be described in
this chapter. Similar limitations may exist in machine vision, and comparisons
to the solutions developed in the visual system in the course of 5 billion years of
evolution might provide some insights.

1.2 Design and Structure of the Eye

As in any camera, the first step in vision is the projection of the visual scene on
an array of photodetectors. In the vertebrate camera eye, this is achieved by the
cornea and lens in the eye (Figure 1.1) which transmit the light in the visible part
of the spectrum, 400–780 nm, by 60–70%. Another 20–30% is lost as a result of
scattering in the ocular media. Only about 10% is finally absorbed by the pho-
toreceptor pigment [1]. Because of the content of proteins, both cornea and the
lens absorb in the ultraviolet, and because of the water content, the transmission
is blocked in the far infrared. The cornea consists of a thick central layer – the
stroma – which is sandwiched between two semipermeable membranes (total
thickness 0.5 mm). It is composed of collagen fibrils, with mucopolysaccharides
filling the space between the fibrils. Water content is tightly regulated to 75–80%,
and clouding occurs if it changes beyond these limits. The crystalline lens is built
up from proteins, called crystallines, which are characterized by their water sol-
ubility. The proteins in the periphery have high solubility, but those in the center
are largely insoluble. The vertebrate lens is characterized by its continuous growth
throughout life, with the older cells residing in the central core, the nucleus. With
age, the lens becomes increasingly rigid and immobile and the ability to change
its shape and focal length to accommodate for close viewing distances disap-
pears – a disturbing experience for people around 45 who now need reading

Handbook of Machine and Computer Vision: The Guide for Developers and Users,
Second Edition. Edited by Alexander Hornberg.
© 2017 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2017 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 1.1 Dimensions and schematic optics of the left human eye, seen from above. The
anterior corneal surface is traditionally set to coordinate zero. All positions are given in
millimeters, relative to the anterior corneal surface (drawing not to scale). The refracting
surfaces are approximated by spheres so that their radii of curvatures can be defined. The
cardinal points of the optical system, shown on the top, are valid only for rays close to the
optical axis (Gaussian approximation). The focal length of the eye in the vitreous (the posterior
focal length) is 24.0 mm − H = 22.65 mm. The nodal points K and K ′ permit us to calculate the
retinal image magnification. In the first approximation, the posterior nodal distance (PND,
which is the distance K to the focal point at the retina) determines the linear distance on the
retina for a given visual angle. In the human eye, this distance is about 24.0 mm −
7.3 mm= 16.7 mm. One degree in the visual field maps on the retina to 16.7 tan(1∘)= 290 μm.
Given that the foveal photoreceptors are 2 μm thick, 140 receptors are sampling 1∘ in the
visual field, which leads to a maximum resolution of 70 cycles per degree. The schematic eye
by Gullstrand represents an average eye. The variability in natural eyes is so large that it does
not make sense to provide average numbers on dimensions with several digits. Refractive
indices, however, are surprisingly similar among different eyes. The index of the lens (here
homogenous model, n= 1.41) is not real but calculated to produce a lens power that makes
the eye emmetropic. In a real eye, the lens has a gradient index (see text).

glasses (presbyopia). Accommodation is an active neuromuscular deformation
of the crystalline lens that changes focal length from 53 mm to 32 mm in young
adults.

Both media have higher refractive index than the water-like solutions in which
they are embedded (tear film – on the corneal surface, aqueous – the liquid in
the anterior chamber between the cornea and the lens, and vitreous humor – the
gel-like material filling the vitreous chamber between the lens and the retina,
Figure 1.1). Because of their almost spherical surfaces, the anterior cornea and
both surfaces of the lens have positive refractive power with a combined optical
focal length of 22.6 mm. This matches almost perfectly (with a tolerance 1∕10
of a millimeter) the distance from the first principal plane (Figure 1.1, H) to the
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photoreceptor layer in the retina. Accordingly, the projected image from a distant
object is in focus when accommodation is relaxed. This optimal optical condition
is called emmetropia but, in 30% of the population in industrialized countries,
the eye has grown too long so that the image is in front of the retina even with
accommodation completely relaxed (myopia).

The projected image is first analyzed by the retina in the back of the eye. For
developmental reasons, the retina in all vertebrate eyes is inverted. This means
that the photoreceptor cells, located at the backside of the retina, are pointing
away from the incoming light. Therefore, the light has to pass through the retina
(about a fifth of a millimeter thick) before it can be detected. To reduce scatter,
the retina is highly translucent, and the nerve fibers that cross on the vitreal side,
from where the light comes in, to the optic nerve head are not surrounded by
myelin, a fat-containing sheet that normally insulates spiking axons (see below).
Scattering in retinal tissue still seems to be a problem because, in the region of
the highest spatial resolution, namely the fovea, the cells are pushed to the side.
Accordingly, the fovea in the vertebrate eye can be recognized as a pit. However,
many vertebrates do not have a fovea [2]; they have then lower visual acuity but
their acuity can remain similar over large regions of the visual field, which is then
usually either combined with high motion sensitivity (i.e., rabbit) or high light
sensitivity at dusk (crepuscular mammals). It is striking that the retina in all ver-
tebrates has a similar three-layered structure (Figure 1.9), with similar thickness.
This makes it likely that the functional constraints were similar. The function of
the retina will be described in the following.

The optical axis of the eye is not perfectly defined because the cornea and lens
are not perfectly rotationally symmetrical and also are not centered on one axis.
Nevertheless, even though one could imagine that the image quality is best close
to the optical axis, it turns out that the human fovea is not centered in the globe
(Figure 1.2). In fact, it is displaced to the temporal retina by an angle 𝜅, ranging in
different subjects from 0∘ to 11∘ but highly correlated in both eyes. Apparently,
a few degrees away from the optical axis, the optical image quality is still good
enough not to limit visual acuity in the fovea.

1.3 Optical Aberrations and Consequences for Visual
Performance

One would imagine that the optical quality of the cornea and lens must limit
the visual acuity since the biological material is mechanically not as stable and
the surfaces are much more variable than in technical glass lenses. However,
this is not true. In daylight, pupil sizes <2.5 mm constitute the optics of the
human eye close to the diffraction limit (further improvement is physically
not possible because of the wave properties of light). An eye is said to be
diffraction-limited when the ratio of the area under its modulation transfer
function (MTF; Figure 1.3) and the area under the diffraction-limited MTF
(Strehl ratio) is higher than 0.8 (Marcos [3], Rayleigh criterion). With a 2 mm
pupil, diffraction cuts off all spatial frequencies (SFs) higher than 62 cycles
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Figure 1.2 Binocular geometry of human eyes, seen from above. Since the fovea is temporally
displaced with regard to the optical axis by the angle 𝜅, the optical axes of the eyes do not
reflect the direction of fixation. 𝜅 is highly variable among eyes, ranging from 0∘ to 11∘, with
an average of 3.5∘. In the illustrated case, the fixation target is at a distance for which the
optical axes happen to be parallel and straight. The distance of the fixation target for which
this is true can be easily calculated: for an angle 𝜅 of 4∘, and a pupil distance of 64 mm, this
condition would be met if the fixation target is at 32 mm/tan(4∘), or 457.6 mm. The optic nerve
head (also called the optic disk, or blind spot, the position at which the axons of the retinal
ganglion cells leave the eye) is nasally displaced relative to the optical axis. The respective
angle is in a similar range as 𝜅. Under natural viewing conditions, the fixation angles must be
extremely precise since double vision will be experienced if the fixation lines do not exactly
cross on the fixation target – the tolerance is only a few minutes of arc).
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Figure 1.3 Spatial information in an image can be reconstructed as a linear superposition of
sine wave components (spatial frequencies) with different amplitudes and phases (Fourier
components). Low spatial frequencies (SFs) are generally available with high contrast in the
natural visual environment, whereas the contrast declines for higher SFs, generally
proportional to 1/SF (input). Because of optical imperfections and diffraction, the image on
the retina does not retain the input contrast at high SFs. The decline of modulation transfer, the
ratio of the output to input contrast, is described by the modulation transfer function (MTF,
thick white line). At around 60 cycles per degree, the optical modulation transfer of the human
eye reaches zero, with small pupil sizes due to diffraction and with larger pupils due to optical
imperfections. These factors limit our contrast sensitivity at high spatial frequencies, even
though the retina extracts surprisingly much information from the low-contrast images of
high SFs, by building small receptive fields for foveal ganglion cells with antagonistic ON/OFF
center/surround organization.

per degree – a limit that is very close to the maximum behavioral resolution
achieved by human subjects. By the way, diffraction-limited optics is achieved
only in some birds and primates, although it has been recently claimed that also
an alert cat has diffraction-limited optics [4]. A number of tricks are used to
reduce the aberrations that are inherent in spherical surfaces: the corneal surface
is, in fact, clearly aspheric, flattening out to the periphery, and the vertebrate
lens is always a gradient index structure, with the refractive index continuously
increasing from the periphery to the center. Therefore, peripheral rays are bent
less than central rays, which compensates for the steeper angles that the rays
encounter if they hit a spherical surface in the periphery. The gradient index
of the lens reduces its spherical aberration from more than 12 diopters (for an
assumed homogenous lens) to less than 1 diopter (for a gradient index lens).
Furthermore, the optical aberrations seem to be under tight control (although it
remains uncertain whether this control is visual [5]). The remaining aberrations
of the cornea and the lens tend to cancel each other, and this is true, at least,
for astigmatism, horizontal coma, and spherical aberration [6, 7]. However,
aberrations have also advantages: they increase the depth of field by 0.3 D,
apparently without reducing visual acuity; there is no strong correlation between
the amount of aberrations of subjects and their letter acuity. They also reduce
the required precision of accommodation, in particular, during reading [8]. It is
questionable whether optical correction of higher order aberrations by refractive
surgery or individually designed spectacle lenses would further improve acuity
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Figure 1.4 Spurious resolution. The modulation transfer function (Figure 1.3) shows
oscillations beyond the cutoff spatial frequency, which show up in defocused gratings as
contrast reversals. On the left, a circular grating shows the contrast reversals at the higher
spatial frequencies in the center (top: in focus, below: defocused). On the right, the grating
shown in Figure 1.3 was defocused. Note the lack of contrast at the first transition to zero
contrast, and the repeated subsequent contrast reversals. Note also that defocusing has little
effect on low spatial frequencies.

for high-contrast letters in young subjects, creating an eagle’s eye. It is, however,
clear that an extended MTF can enhance the contrast sensitivity at high SFs.
Correcting aberrations might also be useful in older subjects, since it is known
that monochromatic aberrations increase by a factor of 2 with age [9]. Aberra-
tions may also be useful for other reasons; they could provide directionality cues
for accommodation [10] and, perhaps, for emmetropization.

In a healthy emmetropic young eye, the optical MTF (Figure 1.3) appears to be
adapted to the sampling interval of the photoreceptors.

Contrast modulation reaches zero at SFs of around 60 cycles per degree, and
the foveal photoreceptor sampling interval is in the range of 2 μm. Since 1∘ in
the visual field is mapped on a 0.29 mm linear distance on the retina, the high-
est detectable SF could be about 290∕4 μm or about 70 cycles per degree. The
MTF shows that the contrast of these high spatial frequencies in the retinal image
approaches zero (Figure 1.3). With defocus, the MTF drops rapidly. Interestingly,
it does not stop at zero modulation transfer, but rather continues to oscillate
(although with low amplitude) around the abscissa. This gives rise to the so-called
spurious resolution; defocused gratings can still be detected beyond the cutoff SF,
although in part with reversed contrast (Figure 1.4).

The sampling interval of the photoreceptors increases rapidly over the first few
degrees away from the fovea, and visual acuity declines (Figure 1.5), both because
rods are added to the lattice, which increases the distances between individual
cones and because their cone diameters increase. In addition, many cones con-
verge on one ganglion cell. Furthermore, only the foveal cones have private lines
to a single ganglion cell (Figure 1.9).



1.3 Optical Aberrations and Consequences for Visual Performance 7

Rods 50 μm

10 μm

Cones

15° Temporal 15° Nasal

Optic disc

Optical
axis

Fovea

Figure 1.5 Regional specializations of the retina. The fovea is free from rods, and L and M
cones are packed as tightly as possible (reaching a density of 200 000 mm−2 – histology on top
replotted after [11]). In the fovea, the retinal layers are pushed to the side to reduce scattering
of light that has reached the photoreceptors – resulting in the foveal pit. Rods reach a peak
density of 130 000 mm−2 at 3∘ away from the fovea. Accordingly, a faint star can be seen only if
it is not fixated. As a result of the drop in cone densities and due to increasing convergence of
cone signals, visual acuity drops even faster: at 10∘, visual acuity is only about 20% of the
foveal peak. Angular positions relative to the fovea vary between individuals and are therefore
approximate. (Adapted from Curcio et al. 1990 [11].)

Because the optical quality does not decline as fast in the periphery as the spa-
tial resolution of the neural network, the retinal image is undersampled. If the
receptor mosaic were regular, like in the fovea, stripes that are narrower than the
resolution limit would cause spatial illusions (Moiré patterns, Figure 1.6). Since
the receptor mosaic is not so regular in the peripheral retina, this causes just spa-
tial noise. Moiré patterns are, however, visible in the fovea if a grating is imaged,
which is beyond the resolution limit. This can be done by presenting two laser
beams in the pupil, which show interference [12].

Moiré patterns are explained from the Shannon’s sampling theorem, which
states that regularly spaced samples can be resolved only when the sampling rate
is equal to or higher than twice the highest spatial frequency; that is, to resolve
the samples, between each receptor that is stimulated, there must be one that is
not stimulated. The highest SF that can be resolved by the photoreceptor mosaic
(Nyquist limit) is half the sampling frequency. In the fovea, the highest possi-
ble spatial sampling is achieved. Higher photoreceptor densities are not possible
for the following reason: Because the inner segments of the photoreceptors have
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Figure 1.6 Aliasing (undersampling) and Moiré patterns. If a grating is imaged on the
photoreceptor array, and the sampling interval of the receptors is larger than half the spatial
wavelength of the grating, patterns appear. The photoreceptor lattice (left) is from a
histological section of a monkey’s retina. If laser interferometry is used to image fine gratings
with spatial frequency beyond the resolution limit on the fovea of human subjects, the
subjects see Moiré patterns, which are drawn on the right. (Adapted from Williams 1985 [12].
Reproduced with permission of Elsevier.)

higher refractive indices than their surroundings, they act as light guides. But if
they become very thin, they show properties of waveguides. When their diam-
eter approaches the wavelength of light, energy starts to leak out [13], causing
increased optical crosstalk with neighboring photoreceptors. As it is, about 5% of
the energy is lost, which seems acceptable. But if the thickness (and the sampling
interval) is further reduced to 1 μm, already 50% is lost.

Since the photoreceptor sampling interval cannot be decreased, the only way
to increase visual acuity is to enlarge the globe and, accordingly, the PND and the
retinal image. This solution was adopted in the eagle’s eye, with an axial length of
36 mm, which is the highest spatial acuity in the animal kingdom (grating acuity
135 cycles per degree [14]).

Figure 1.7 Chromatic aberration and some of its effects on vision. Because of the increase in
the refractive indices of the ocular media with decreasing wavelength, the eyes become more
myopic in the blue. (a) The chromatic aberration function shows that the chromatic defocus
between L and M cones is quite small (about a quarter of a diopter) but close to 1 D for the S
cone. (b) Because of transverse chromatic aberration, rays of different wavelengths that enter
the pupil reach the retina normally not in the same position. If a red line and green line are
imaged on the retina through selected parts of the pupil, and the subject can align them via a
joystick, the achromatic axis can be determined. Light of different wavelengths entering the
eye along the achromatic axis is imaged at the same retinal position (although with a
wavelength-dependent focus). (c) Because of longitudinal chromatic aberration, light of
different wavelengths is focused in different planes. Accordingly, myopic subjects (with too
long eyes) see best in the red and hyperopic subjects (with too short eyes) best in the blue.
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1.4 Chromatic Aberration

In addition to monochromatic aberrations (those aberrations that persist in
monochromatic light), there is also chromatic aberration that results from
dispersion of the optical media, that is, due to the wavelength-dependent refrac-
tive index. In technical optical systems, lenses with different refractive indices
are combined in such a way that the focal length does not vary much across
the visible spectrum. In natural eyes, no attempt is made to optically balance
chromatic aberration. Neural image processing makes it possible for us to be
unaware of chromatic image degradation under normal viewing conditions, and,
in addition, there are morphological adaptations in the retina. Inspection of the
chromatic aberration function in the human eye (Marcos et al. [15]; Figure 1.7a)
shows that a large dioptric change occurs in the blue end of the spectrum (about
1D from 570 to 450 nm), whereas the change is smaller in the red end (about
0.5 D from 570 to 680 nm). We have three cone photopigments, absorbing
at long wavelengths (L cones, peak absorption typically at 565 nm), at middle
wavelengths (M cones, typically at 535 nm), or at short wavelengths (S cones,
typically at 440 nm). The dioptric difference between L and M cones is small
(S0.2D) but the dioptric differences to the S cones are significant (>1D). It is,
therefore, impossible to see sharply with all three cone types at the same time
(Figure 1.7c). A white point of light is, therefore, imaged in the fovea as a circle
with a diameter of up to 100 cone diameters, with a 6 mm pupil. Perhaps, as
a consequence, the S cone system was removed from the highacuity region of
the central 0.5∘ of the fovea (the foveola); one cannot focus them anyway and
they would only occupy space that is better used to pack the M and L cones
more densely, to achieve best sampling. High-acuity tasks are then performed
only with the combined L and M cones. The blue information is continuously
filled in because small eye movements enable the stimulation of the parafoveal S
cones. Therefore, this scotoma is normally not visible, similar to the blind spot,
where the optic nerve leaves the eye – surprising, given that the blind spot has
5× the diameter of the fovea. Nevertheless, a small blue spot viewed on a yellow
background from a distance appears black, and a blue field of about 440 nm that
is sinusoidally modulated at a few hertz makes the blue scotoma in the fovea
visible as a star-shaped black pattern [16]. Also in the periphery, the S cones
sample more coarsely than the L and M cones and reach a maximum spatial
resolution of 5–6 cycles per degree in the parafoveal region at about 2∘ away
from the fovea. The dispersion of the ocular media produces not only different
focal planes for each wavelength (longitudinal chromatic aberration) but also
different image magnifications (transverse chromatic aberration). Accordingly,
a point on an object’s surface is imaged in the different focal planes along a
line only in the achromatic axis of the eye (which can be psychophysically
determined; Figure 1.7b). Even a few degrees away from the achromatic axis,
blue light emerging from an object point will be focused closer to achromatic
axis than red light. In particular, since the fovea is usually neither in the optical
axis nor in the achromatic axis (see above), the images for red and blue are
also laterally displaced with respect to each other. With a difference in image
magnification of 3%, a 𝜅 of 3.5∘, and a linear image magnification of 290 μm
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per degree, the linear displacement would be 3.5 μm × 290 μm × 0.03 μm or
30 μm, which is about the distance from one S cone to the next. Human subjects
are not aware of this difference in magnification, and the rescaling of the blue
versus the red image by neural processing seems to occur without effort.

1.5 Neural Adaptation to Monochromatic Aberrations

The neural image processor in the retina and cortex can relatively easily adapt
to the changes of aberrations and field distortions. This can be seen in specta-
cle wearers. Even though spectacles, in particular progressive addition lenses,
cause complex field distortions and additional aberrations, such as astigmatism
and coma in the periphery, the wearer is usually not aware of these optical prob-
lems, already after a few days. The necessary neural image transformations are
impressive. Nevertheless, it is realized that the individual visual system is best
trained to the natural aberrations of the eye, even though it can learn to achieve a
similar acuity if the same aberrations are experimentally rotated [17]. One of the
underlying mechanisms is contrast adaptation. If all visible spatial frequencies
are imaged on the retina with similar contrast (Figure 1.3), it can be seen that
the contrast sensitivity varies with spatial frequency. The highest sensitivity is
achieved at 5 cycles per second. However, the contrast sensitivity at each spatial
frequency is continuously readjusted according to how much contrast is avail-
able at a given spatial frequency. If the contrast is low, the sensitivity increases,
and vice versa. This way, the maximum information can be transmitted with a
limited total channel capacity. Contrast adaptation also accounts for the striking
observation that a defocused image (lacking high contrast at higher spatial fre-
quencies) appears sharper after a while (Webster et al. [18]; see Movie, Nature
Neuroscience1). If myopic subjects take their glasses off, they initially experience
very poor visual acuity, but some improvement occurs over the first few minutes
without glasses. These changes are not optical but neuronal. Contrast adaptation
occurs both in the retina and the cortex [19].

1.6 Optimizing Retinal Processing with Limited Cell
Numbers, Space, and Energy

A striking observation is that only the visual system has extensive peripheral
neural preprocessing, which starts already at the photoreceptors. Although the
retina is a part of the brain, it is not immediately obvious why the nerves from the
photoreceptors do not project directly to the central nervous system, as in other
sensory organs. The reason is probably that the amount of information provided
by the photoreceptors is just too much to be transmitted through the optic nerve
(about 1 million fibers) without previous filtering [20].

There are about 125 million photoreceptors, and their information supply con-
verges into 1 million ganglion cells, which send their axons through the optic

1 http://www.nature.com/neuro/journal/v5/n9/suppinfo/nn906_S1.html.

http://www.nature.com/neuro/journal/v5/n9/suppinfo/nn906_S1.html
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nerve to the brain (Figure 1.11). In the optic nerve, the visual information is more
compressed than ever before, or after. It follows then why the optic nerve cannot
be made any thicker, with more fibers, so that extensive information compression
would be unnecessary. The reason appears to be that the visual cortex can pro-
cess high-spatial-acuity information only from a small part of the visual field. As
it is, the foveal region occupies already 50% of the cortical area, and processing
the whole visual field of 180∘ would require a cortex perhaps as large as a class-
room. On the other hand, confining high acuity to a small part of the visual field
requires extensive scanning through eye (or head) movements. A thicker optic
nerve would impair such eye movements and it would also increase the size of
the blind spot. Eye movements occupy considerable processing capacity in the
brain since they are extremely fast and precisely programmed (e.g., the tolerance
for errors in the angular position of the eye with binocular foveal fixation is only
a few minutes of arc – otherwise, one would see double images). But this seems
to require still less capacity than required for extending the foveal area.

1.7 Adaptation to Different Light Levels

The first challenge that the retina has to deal with is the extreme range of ambient
illuminances. Between a cloudy night and a sunny day at the beach, illuminance
varies by a factor of about 8 log units. Without adaptation, a receptor (and also a
charge-coupled device (CCD) photodetector or a film) can respond to 1.5 or 2 log
units of brightness differences. This is usually sufficient because natural contrasts
in a visual scene are rarely higher. But if the receptors are not able to shift and flat-
ten their response curves during light adaptation (Figure 1.8), they would saturate
very soon if the ambient illuminance increases, and the contrast of the image
would decline to zero. So, the major role of adaptation is to prevent saturation.

It is clear that light/dark adaptation has to occur either before reception or in
the photoreceptors. It is not possible to generate an image with spatial contrast if
the photoreceptors are saturated. In the visual system, some adjustment occurs
through the size of the pupil, which can vary from 2 to 8 mm in young subjects
(a factor of 16, or little more than 1 log unit). It is clear that the remaining 8 log
units have to be covered. In vertebrates, this is done by dividing the illuminance
range into two parts, the scotopic part, where rod photoreceptors determine
our vision, and the photopic part, where the cones take over. There is a range
in between where both rods and cones respond, and this is called the mesopic
range. Both rods and cones can shift their response curves from higher to lower
sensitivity. This is done by changing the gain of the biochemical phototransduc-
tion cascade in the photoreceptor cells, which converts the energy of a photon
of light that is caught by the photopigment into an electrical signal at the pho-
toreceptor membrane. Adaptation occurs by changes in the intracellular calcium
concentration, which, in turn, affects the gain of at least three steps in the cas-
cade (Figure 1.8). Strikingly, photoreceptors hyperpolarize in response to a light
excitation and basically show an inverted response, compared to other neurons.
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Figure 1.8 Principle of the phototransduction cascade and the role of calcium in light/dark
adaptation in a rod photoreceptor. The pigment molecule embedded in the outer segment
disk membrane of the photoreceptor, consisting of a protein (opsin) and retinal (an aldehyde),
absorbs a photon and converts it into an activated state which can stimulate a G protein
(transducin in rods). Transducin, in turn, activates an enzyme, cGMP phosphodiesterase, which
catalyzes the breakdown of cGMP to 5′-GMP. cGMP has a key role in phototransduction. To
open the cGMP-gated cation channels, three cGMP molecules have to bind to the channel
protein. Therefore, if cGMP is removed by cGMP phosphodiesterase, the channels cannot be
kept open. The Na+ influx stops (which depolarizes the cell against its normal resting
potential), and the membrane potential moves to its resting potential; this means
hyperpolarization. When the channels are closed during illumination, the intracellular calcium
levels decline. This removes the inhibitory effects of calcium on (i) the cGMP binding on the
channel, (ii) the resynthesis pathway of cGMP, and (iii) the resynthesis of rhodopsin. All three
steps reduce the gain of the phototransduction cascade (light adaptation). It should be noted
that complete dark or light adaptation is slow: it takes up to 1 h.

This inverted response is energetically costly, since it means that dark represents
the adequate stimulus, with a constant high release of the transmitter glutamate
from the presynaptic terminals, with a high rate of resynthesis. Glutamate release
is controlled by intracellular calcium, with high release at high calcium levels,
and vice versa. If the light is switched on, the cation channels in the outer seg-
ment cell membrane close, which causes a constant influx of positive ions into
the outer segment, and thereby effects its depolarization. Why the photorecep-
tors respond to light, the adequate stimulus, in an inverted manner, has not been
convincingly explained.

The inverted response makes it necessary to reverse the voltage changes
at a number of synapses in the retina. Normally, the signal for excitation of
a spiking neuron is depolarization, not hyperpolarization. In fact, already at
the first synapse in the retina, the photoreceptor terminals, the transmitter
glutamate can either induce depolarization of the postsynaptic membrane (OFF
bipolar cells) or hyperpolarization (ON bipolar cells), depending on the type of
receptors that bind glutamate (OFF: ionotropic AMPA/Kainate receptor; ON:
metabotropic mGluR6 receptor).
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1.8 Rod and Cone Responses

Rod photoreceptors can reach the maximum possible sensitivity: they show a
significant transient hyperpolarization in response to the absorption of a sin-
gle photon. Photons reach the retina in a star light like rain hits a paved road.
Not every rod receives a photon and not every paved stone is hit by a rain drop.
Accordingly, the image is noisy (Figure 1.9, top).

The probability of catching a certain number of photons during the inte-
gration time is described by Poisson statistics, and the standard deviation is
the square root of the number of photons caught per unit time. Therefore,
the signal-to-noise ratio can be calculated as the square root of the number of
photons divided by the number of photons. If 100 photons are absorbed during
integration time of the rod (about 200 ms), only changes in contrast that are
larger than 10% can be detected. Low-contrast detection requires many photons:
to distinguish contrasts of 1%, at least 10 000 photons must be absorbed during
the integration time [20].

Another limiting factor is thermal noise . The rhodopsin molecule has an aver-
age lifetime of 300 years at 37 ∘C, but when it decays, rod photoreceptors can-
not distinguish between a photon absorption and spontaneous decay. Because
of the abundance of rhodopsin in the photoreceptors, 106 decays occur sponta-
neously each second. Thermal noise matches photon noise in a clear star night.
If rhodopsin decays only 1 log unit faster, our threshold sensitivity would rise by
3 log units.

With increasing ambient illuminance, rods continue to give binary responses
(either hyperpolarization or not) over the first 3 log units [20]. If brightness
further increases, in the mesopic range, the degree of hyperpolarization of the
rod membrane increases linearly with the number of photons caught during
the integration time, up to about 20 photons. At about 100 photons, the rods
saturate, although adaptation can reduce their sensitivity so that a graded
response is possible up to 1000 photons. Cones take over at 100 photons per
integration time (here only a few milliseconds), and only at this number their

Figure 1.9 Photon responses of rods and cones. From complete darkness to a moon-lit night,
rods respond to single photons: their signals are binary (either yes or no). Because not every
rod can catch a photon (here illustrated as small white ellipses), and because photons come in
randomly as predicted by a Poisson distribution, the image appears noisy and has low spatial
resolution and little contrast. Even if it is 1000 times brighter (a bright moon-lit night), rods do
not catch several photons during their integration time of 100–200 ms and they cannot
summate responses. Until up to 100 photons per integration time, they show linear
summation, but their response curve is still corrupted by single photon events. Beyond 100
photons per integration time, rods show light adaptation (see Figure 1.8). At 1000
photons/integration time, they are saturated and silent. Cones take over, and they work best
above 1000 photons per integration time. Because cone gather their signal from so many
photons, photon noise is not important and their response to brightness changes is smooth
and gradual. If the number of photon rises further, the sensitivity of the cone
phototransduction cascade is reduced by light adaptation, and their response curve is shifted
to higher light levels. Similar to rods, they can respond over a range of about 4 log units of
ambient illuminance change.
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response rises above the dark noise. They work best at 1000 photons or more.
In summary, rods’ responses are always corrupted by photon noise, whereas
cones respond in a smooth, graded manner, and their responses contain more
bits (Figure 1.9, bottom). Generally, the response function of sensory organs is
logarithmic, which means that for a weak stimulus a small change in stimulus
strength is detectable, whereas for a strong stimulus the change must be larger to
be detected (Weber’s law: detectable stimulus strength difference proportional
to stimulus strength).

Since rods are hunting each photon, they occupy, in most mammals, as much
territory of the retinal area as possible (>95%), whereas cones, which are not lim-
ited by photon noise, are densely packed only in the fovea where they permit
high spatial sampling. Rods were left out because they would increase the foveal
sampling intervals of the M and L cones.

To match the information channel capacity of rods and cones to the available
information, the rod axons are thin and the terminal synapses small, with only
about 80 transmitter vesicles released per second, and with only one region of
transmitter release (active zone), whereas the cone axon is thick, with up to 1500
vesicles released per second, and a synapse (cone pedicle) which is perhaps the
most complicated synapse in the whole nervous system. It makes contacts with
several hundred other retinal neurons (horizontal and bipolar cells) and has a typ-
ical appearance (the cone pedicle). The signal is diverged into 10 parallel channels
[20], 5 ON- and 5 OFF-type bipolar cells. Rather than using one broadband super
channel, 10 parallel channels are used, each with a different bandwidth. The sep-
aration into different channels is thought to occur because (i) different aspects of
visual processing can be separated into different pathways already at an early level
and (ii) such a broadband superchannel cannot be made because of the limited
range of possible spike frequencies (see the next section).

1.9 Spiking and Coding

In electronic devices, electrical signals can be transmitted either in an analog
or a binary manner. In fact, both types are also realized in the nervous system.
Short-distance signal transmission, like through the dendrites to the cell body
of neurons, occurs via an electronically propagating depolarization of the
membrane. For long-distance travel, the electronic signals become too degraded
and lose their reliability. Therefore, binary coding (0 or 1), as used in action
potentials, is used, which is much more resistant to degradation. At the root of
the neuron’s axon, and along the axon, voltage-dependent sodium channels are
expressed, which are necessary for the generation of action potentials (spikes).
Action potentials are rapid and transient depolarizations of the membrane,
which travel with high speed (up to 120 m s−1) along the fibers. The level of
excitation is now encoded in the frequency of the spikes. Because of a recovery
phase after each spike of about 2 ms, the maximum frequency is limited to
about 500 Hz. This means that the dynamic range is limited. Because, even
with a constant stimulus, the spike frequency displays some noise, the response
functions of the neurons have no steps. It turns out that noisy signals are a
common feature in the nervous system, and high precision is achieved by parallel
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channels, if necessary (probability summation), or by temporal summation.
The signal-to-noise ratio, when a difference in stimulus strength should be
detected, is determined by the standard deviation of the firing rate. If the firing
rate varies little with constant stimulation (small standard deviation), a small
change would be detectable, but if it varies much (large standard deviation),
only large differences are detected. The signal-to-noise ratio can be calculated
from the differences in spike rates at both stimulus strengths divided by the
standard deviation of spike rates (assuming that the standard deviation is similar
in both cases). Summation of several channels is not always possible: sometimes
decisions need to be made based on the signals from only two cells, for instance,
when two spots are resolved that are at the resolution limit of the foveal cones
and, accordingly, two retinal ganglion cells.

In the retina, most neuron are nonspiking. This is possible because the
distances are short and the signals can be finely graded – the retina is a tonic
machine. Only at the output side, mostly in ganglion cells (but also in a few
amacrine cells), the signals are converted into spikes, which can then travel
down the long axons, a few centimeters, to the first relay station, the lateral
geniculus (LGN, Figure 1.11). Since ganglion cells can be excited and inhibited
(since they can generate ON or OFF responses), it is necessary that they have a
baseline spontaneous spike activity (ranging from 5 to 200 Hz). It is clear that
those ganglion cells with high spontaneous activity can encode smaller changes
in stimulus strength than those with low activity.

1.10 Temporal and Spatial Performance

The temporal resolution of the retina is ultimately limited by the integration time
of the photoreceptors. The integration time, in turn, determines the light sensi-
tivity of the receptors. Rods have longer integration time (200 ms) and, accord-
ingly, have lower flicker fusion frequencies (up to 10 Hz). Cones, with integra-
tions times of 20 ms, can resolve stroboscopic flicker light of up to 55 Hz. But
under normal viewing conditions, the flicker fusion frequency is much lower,
16–20 Hz. If it were 55 Hz, watching TV would be disturbing. The European TV
or video format has a frame rate of 25 Hz, but two frames with half vertical reso-
lution, presented alternatingly at 50 Hz, are interlaced to prevent the flicker from
being seen.

The complete description of the eye’s spatial performance is the contrast sensi-
tivity function. This function describes the contrast sensitivity (1/contrast thresh-
old) as a function of the SF. It is clear that contrast sensitivity must decline with
increasing SF, just based on the optics of the eye: the higher the SF, the less the
contrast preserved in its retinal image, due to aberrations and diffraction (the
MTF, Figure 1.3). Even if the neural processor in the retina has the same con-
trast sensitivity, its sensitivity would decline in a psychophysical measurement.
On the other hand, it is not trivial that contrast sensitivity also declines in the
low-SF range. This decline is determined by neural processing: there are no such
large ON/OFF receptive fields to provide high sensitivity to low SFs. This repre-
sents probably an adaptation on the abundance of low SFs in natural scenes. It
has been shown that the energy at SFs falls off with about 1/SF [21]. The peak of
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the contrast sensitivity function moves to lower SFs with declining retinal illu-
minance. At daylight, the peak contrast sensitivity is at 5 cycles per degree. Here,
brightness differences of only 1∕200 (0.5% spatial frequencies of 50–60 cycles per
degree. However, due to the striking feature of the optical transfer function (the
first Bessel function), the MTF shows a number of phase reversals beyond the
cutoff frequency at which the contrast first declines to zero (Figure 1.4). There-
fore, it may be possible to detect a grating even though its spatial frequency is
higher than the cutoff frequency, even though it may have reversed contrast. For
this reason, grating acuity is not the best measure of spatial vision, in particular
with defocus [22].

1.11 ON/OFF Structure, Division of the Whole
Illuminance Amplitude

Perhaps because no important information is contained in absolute brightness
values in the visual environment, the visual system has confined its processing
almost exclusively to differences – spatial and temporal contrasts. Recording
from neurons along the visual pathways shows that the cells have structured
receptive fields – defined angular positions in the visual field where they respond
to the stimulation. The receptive fields are initially circular (retina, lateral
geniculate (LGN), striated cortex) but become later elongated at higher cortical
areas, and finally larger and may even cover the whole visual field (e.g., neurons
that recognize highly specific features, like a face). Receptive fields in the retina
and LGN are organized in an ON center – OFF surround structure, or vice versa.
If a small spot of light is projected on to the center of an ON center ganglion
cell, the cell fires vigorously, but if the surround also is illuminated, the response
returns to baseline activity. If only the surround is illuminated, the cell’s activity
is reduced below the resting level. From the structure of the receptive fields, it
is already clear that homogenously illuminated surfaces without structure are
poor stimuli for our visual system; the inside of a form does not excite our brain
(David Hubel).

Dividing the processing into ON and OFF channels, starting from an interme-
diate activity level, has also the advantage that the dynamic range of the responses
can be expanded. It is surprising that OFF ganglion cells have smaller dendritic
fields and denser sampling arrays than the ON cells. This asymmetry seems to
correspond to an asymmetric distribution of negative and positive contrasts in
natural images [23].

1.12 Consequences of the Rod and Cone Diversity
on Retinal Wiring

Since the illuminance range is divided by the visual system into a scotopic and a
photopic range, and both are not used at the same time, it would be a waste to use
separate lines in the rod and cone pathway. In fact, there is no rod OFF biploar cell
at all, and the rod ON pathway has no individual ganglion cells. Rather, the rods
are piggy-packed on the cone circuitry at low light levels via the A2 amacrine
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Figure 1.10 Rod and cone pathways and ON/OFF channels. To make the system more
sensitive to differences rather than to absolute brightness, the image on the retina is analyzed
by an ON/OFF system, that is, cells that respond preferably by changes in brightness in either
direction. The division into these two major channels occurs already at the first synapse, the
photoreceptor endfoot. Because the photoreceptors can hyperpolarize only in response to
illumination, the subsequent cells must be either depolarized (excited) or hyperpolarized
(inhibited). This means that the signal must either be inverted (ON channel) or conserved (OFF
channel). It is shown how the signals change their signs along the processing pathway. Since
rods and cones respond to different illuminance ranges, it would be a waste of space and
energy to give both of them separate lines. In fact, the rods have only the first cells, the rod ON
bipolar cell, which then jumps on the cone pathways via the AII amacrine cell; they are not used
by the cones at low light. Rods do not have their own OFF bipolar cell. Cones, with the need for
coding small differences in brightness with high resolution and with large information
content, have two separate lines (ON and OFF) to increase information capacity.

cells (Figure 1.10) (at least 40 amacrine cell types have been classified on the
basis of their morphological appearance, their transmitters, and their electrical
responses). Since the information contained in the cone signals is much richer
(since it is not limited by photon noise), the neurons that carry their information
have thicker axons and much more synapses. They also have higher spike rates
and contain more mitochondria – the energy sources of the cell.

1.13 Motion Sensitivity in the Retina

The ability to detect motion, and in particular its direction, is present already
not only at the amacrine cell level in the retina but also in many neurons of
the cerebral cortex. Typically, motion-selective cells fire strongly when an
edge moves across their receptive field in the preferred direction, and they are
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Figure 1.11 Feed-forward projections from the eyes to the brain and topographic mapping. In
each eye, the visual field on the left and right of the fovea (the cut goes right through the
fovea!) projects on to different cortical hemispheres: the ipsilateral retina projects on to the
ipsilateral visual cortex, and the contralateral retina crosses the contralateral cortex (hemi-field
crossing in the optic chiasma). The first synapse of the retinal ganglion cells is in the lateral
geniculate nucleus (LGN), but information from the left (L) and right (R) eye remains strictly
separated. The LGN consists of six layers; layers 1 and 2 are primarily occupied by the
magnocellular pathway, and 3–6 by the parvocellular pathway. Information from both eyes
comes first together in the visual cortex, area 17, layers 2 and 3, and a strict topographic
projection is preserved (follow the color-coded maps of the visual field areas (b)). The wiring in
A17 (c) has been extensively studied, in particular by the Nobel Prize winners Hubel and
Wiesel (1981). The input from the LGN ends in layer 4C alpha (magnocellular) and 4C beta
(parvocellular) and layers 1–3 (koniocellular). These cells project further into the blobs,
cytochromoxidase-rich peg-shaped regions (pink spots in (c)). The innervation has a
remarkable repetitive pattern; parallel to the cortical surface, the preferred orientation for bars
presented in the receptive field of the cells shifts continuously in angle (illustrated by
color-coded orientation angles on top of the tissue segment shown in (c)). Furthermore, the
regions where the contra or ipsilateral eye has input into layer 4 interchange in a striking
pattern. A17 is the cortical input layer with mostly simple cells, that is, cells that respond to bars
and edges with defined directions of movements. At higher centers (a), two streams can be
identified on the basis of single cell recordings and functional imaging with new imaging
techniques (functional magnetic resonance imaging, fMRI): a dorsal stream, concerned about
motion and depth (where? stream) and a ventral stream concerned about object features,
shape color, structure (what? stream). Feedback projections are not shown, and only the major
projections are shown.

inhibited or even silent when the motion is in the null direction. The illusion of
motion can be provoked by stimulating briefly at two different positions in the
receptive field, with a short time delay, and this illusion appears to work both
during electrophysiological recordings at the cellular level and psychophysically.
It was concluded that excitation evoked by motion in the preferred direction
must reach the ganglion cell before inhibition can cancel it; and inhibition
evoked by motion in the null direction must arrive before excitation can cancel
it. The asymmetric signal transmission speed was assumed to result from
morphologically asymmetric input of the so-called starburst amacrine cells to
the directionally sensitive ganglion cells, although neither the developmental
mechanism for the asymmetric connections nor the role of the involved trans-
mitters, acetylcholine, and gamma-aminobutyric acid (GABA) is completely
understood [24].

1.14 Visual Information Processing in Higher Centers

About 15 types of ganglion cells can be classified in the retina, and they are
characterized by different morphologies, bandwidths, and response char-
acteristics. The underlying hypothesis is that each part of the visual field is
sampled by a group of ganglion cells that process different aspects of the visual
information – how many aspects there are is not exactly known but the number
should be between 3 and 20 [25].
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1.14.1 Morphology

Researchers have always attempted to divide the visual pathways into functionally
different channels. This is more successful in the initial steps, up to the primary
cortex, but the separation of the pathways becomes more diffuse in higher cen-
ters. Three pathways were identified: the magnocellular, parvocellular, and konio-
cellular pathways. The magnocellular pathway is basically a luminance channel
with low spatial acuity, large receptive fields of ganglion cells, high motion sen-
sitivity, and high contrast sensitivity under scotopic conditions but with little or
no spectral opponency. It is relayed in the LGN in the two basal layers 1 and
2 (1: contralateral eye, 2: ipsilateral eye (Figure 1.11)), and makes 10% of the
LGN population. The parvocellular pathway is the high spatial acuity channel,
with low temporal resolution and smaller receptive fields of ganglion cells, low
contrast sensitivity under scotopic conditions, but with color opponency. It is
relayed in layers 3–6 (layers 4 and 6 contralateral, 3 and 5 ipsilateral) and makes
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80% of the LGN population. The koniocellular pathway is specific for blue–yellow
opponency and large receptive fields of ganglion cells, but no distinct projection
to the LGN layers (intercalated projection ), making 10% of the optic nerve fibers.
The separation of these pathways is preserved to the primary visual cortex, also
called V1 or area A17. Here, the M cells project onto layer 4C𝛼 and the P cells
onto layer 4C𝛽. The koniocellular pathway feeds into the upper layers (1–3), and
there into the cytochrome oxidase-rich regions, the blobs (Figure 1.11).

Collaterals of M and P cells also project onto layer 6 from where they project
back to the LGN; feedback is one of the common features in the visual system:
apparently, the selected input can be shaped, depending on the demand of the
unit that sends the feedback. For instance, feedback seems to enhance the resolu-
tion of an earlier level to the pattern isolated by the higher level [26], for instance,
by enhancing the inhibitory surround in the receptive field of a cell. The feedback
seems to be extremely well developed: only 10% of the input in the LGN comes
from the periphery, the retina, while the corticofugal feedback connections make
up to 30% of its input.

1.14.2 Functional Aspects – Receptive Field Structures and Cortical Modules

The receptive fields of retinal ganglion cells and cells in the LGN are concen-
tric with a typical ON-center/OFF surround structure, or vice versa. At the level
of V1, receptive fields become elongated, and they respond best to elongated
moving slits, bars, or edges at a particular orientation, but the excitatory and
inhibitory regions are no longer concentric (simple cells). Different cells require
different orientations, and the response can be improved if the stimulus moves in
the preferred direction. These cells can now be stimulated through either eye; in
fact, the primary visual cortex is the first level at which binocularly driven cells are
found. There are also complex cells that are selective for the position and orien-
tation of an edge, but they have no longer excitatory or inhibitory regions. In the
topographic representations of the visual field in the visual system, the receptive
field sizes generally increase with the distance from the fovea. They also increase
with hierarchic level of the brain area, and the stimuli that are necessary to excite
the cells become increasingly specific. A common view is (Figure 1.10) that there
are two major streams of information processing from the visual cortex: a dorsal
stream that processes predominantly the where aspects of an object (location in
space, depth, movement), and a ventral stream that processes the what aspects
(shape, color, details). The P stream is assumed to feed predominantly into the
what stream, and the M stream more into the where pathway. A current view
is that the ventral what stream is actually responsible for seeing, whereas the
dorsal where stream is only necessary for the direction of attention and for the
control of visually guided movements [27]. Along the ventral what stream, cells
that are extremely specific for certain features of the visual stimuli are found: for
instance, they may respond only to faces or even to facial expressions, and this
happens largely independently from shading and the visual angle of presenta-
tion – a demanding task also in machine vision. The receptive fields of cells that
respond to faces may cover the entire visual field, but already in area MT, the
major motion processing center in the dorsal stream, the receptive field sizes are
10 times as large as in V1.
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Hubel and Wiesel won the Nobel Prize (1981) also for their discovery of the
modular organization of the striate cortex (Figure 1.11c). There are topographi-
cally arranged units with 0.5 mm diameter, which contain the following subunits:
(i) a column of cells with a defined orientation selectivity (orientation column);
(ii) peg-shaped structures that extend through layers 2 and 3 and stain heavily for
cytochrome oxidase, a mitochondrial enzyme linked to metabolic activity (blobs,
assumed to be involved in color processing, with predominant input from the
koniocellular stream); and (iii) two ocular dominance columns, with preferential
input from either eye (ocular dominance column). These units repeat one after
the other, and the preferred orientation (see Figure 1.11c) smoothly rotates until
a 180∘ reversal is achieved after about 3∕4 mm. A unit with a complete set of
orientations has been termed a hypercolumn.

Topographic representation of the visual world occurs in the visual system at
many levels: first, certainly, in the retina, but then also in the LGN, in the different
cortical layers, the superior colliculus and the motion processing center area MT
(V4), and others.

1.15 Effects of Attention

Most observations suggest that attention alters the sensitivity of neurons without
affecting their stimulus preferences [28]. Only some neurons in V1 are modulated
by attention; others ignore it, and some respond exclusively when the stimulus
is attended. The influence of attention increases with cortical hierarchy, perhaps
also with increasing feature specificity of the cells. Effects of attention can be mea-
sured, for instance, by training a monkey to fixate a red or green spot. A neuron,
for instance in area V4, is recorded, and the receptive field is mapped. A red or
green stimulus, or nothing (e.g., a bar) appears in the receptive field. The monkey
is trained to respond if the stimulus color matches the color of the fixation spot
or not. In this kind of experiment, the responses of the V4 cell can be compared
with different levels of attention and different stimuli.

Attention may also change the synchrony of neuronal signals in the visual cor-
tex, although it is not yet studied how synchrony affects the strength of the neural
responses. If attention can shape the responses of neurons to better performance,
the question arises why all neurons are not at maximum sensitivity at all times.
Presumably, the sensitivity is set to produce an appropriate balance between false
alarms about the presence of a stimulus and failure to detect it [28].

1.16 Color Vision, Color Constancy, and Color Contrast

Both the location of the absorption peak of the photopigment and the number of
photons that arrive determine the probability that a photon is caught by the pho-
toreceptor. These two variables cannot be separated because the photoreceptor
is only a photon counter. For the same reason, a single photoreceptor type also
cannot provide information on the light intensity. Only the sum of the responses
from several receptor types can provide this information, whereas the differences
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between their responses provide information on the spectral composition of the
light reflected from an object and its color. For this purpose, photoreceptors have
photopigments with different spectral absorptions. Most mammals, including
male new-world primates, are dichromatic, indicating that they have only two
cone pigments. Only old-world monkeys and humans are regularly trichromatic,
but fish, reptiles, and birds may even be tetrachromatic.

Perhaps because the spectral absorbance curves of the photopigments are
wide, and there is particularly much overlap in the spectra of the L and M cones
with high correlations in the signals, fine wavelength discrimination (as present
in our visual system, best performance at about 550 and 470 nm with a detection
of only 1 or 2 nm difference) can be achieved only by antagonistic circuitry.
Already at the level of the ganglion cells, the initial three spectral sensitivities of
the cones are recombined into three mechanisms: (i) a luminance channel, which
consists of the added L+M signals, (ii) an L−M color opponent channel where
the difference between the signals from L and M cones is taken to compute the
red–green component of a stimulus; and (iii) an S− (L+M) channel where the
sum of the L and M cone signals is subtracted from the S cone signal to compute
the blue–yellow variation of the stimulus. These three channels represent the
cardinal directions in the color space pathways.

The so-called magnocellular pathway (large magnocellular ganglion cells pro-
jecting on to the bottom two layers in the LGN) is most sensitive to luminance
information, with high contrast sensitivity, low spatial resolution, and no color
sensitivity. In the parvocellular pathway (small parvocellular ganglion cells, pro-
jecting to the upper four layers of the LGN), the red–green information is trans-
mitted, and in the koniocellular pathway (intermediate ganglien cell sizes to all
LGH layers), the blue–yellow information is transmitted.

Up to the LGN, it seems to be possible to define cell classes with different func-
tions, but later, in the cortex, this becomes increasingly diffuse. Considerable
efforts have been devoted to link the structural differences to functional differ-
ences, looking for the cell type that processes color or form, or motion, or locating
the brain area that processes a certain aspect of a stimulus. However, the more
experiments are done, the less clear becomes the link between the function, posi-
tion, and structure, and it seems as if most cells in the central visual system have
access to most features of a stimulus and that there is no complete segregation of
processing aspects. These so-called multiplexing properties are found in cortical
neurons as early as in V1.

Also, color processing does not seem to occur independently of the form
[29]. For instance, patients with normal photopigments but with loss of color
vision due to accidental damage of the cortex (acquired achromatopsia) may see
objects without color but may still have near-normal sensitivity to chromatic
gratings [30].

The color of an object is determined by the proportion of light that it reflects at
a given wavelength, which is described by the spectral reflectance function. Color
vision is confounded by the spectral composition of a light source. For instance,
if the light source includes more light of long wavelengths, the L cones absorb
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more photons and this should cause a reddish impression of the scene. However,
this does not usually happen because the effect of illumination is successfully
compensated by the visual system (color constancy). Color constancy is not only
locally controlled at the receptoral level, since the spectral composition of the
light at distant regions in the visual field changes the local spectral sensitivity
function.

Analogous to luminance contrasts, which were best detected by ON cen-
ter/OFF surround cells (or vice versa), color contrasts would be best detected
by cells that have antagonistic red–green mechanisms (e.g., +L −M) both in
the center and surround, and measure the differences between the center and
surround (double opponent cells). Such cells, with concentric receptive fields,
have been found in the primary visual cortex of monkeys. If their receptive fields
are larger, they could also mediate color constancy over extended regions in the
visual field.

1.17 Depth Perception

The visual system uses several independent cues to determine the distance of
objects in depth. These can be divided into monocular and binocular cues.
Monocular depth estimations are typically possible from motion parallax,
familiar size, shading, perspective, and – to a minor extent and only for close
distances – from the level of accommodation necessary to focus an object. The
major depth cue, however, is binocular and results from the fact that both eyes
see an object at a different angle. Accordingly, the retinal images best match at
the fixation point, that is, the images in the fovea. The peripheral parts of the
images do not match; they show disparity (Figure 1.3). Rather than producing
the impression of double images (diplopia), the cortex has some tolerance to
these non-corresponding images and can still place them together. But the
differences are recognized, which provides a highly sensitive mechanism for
depth detection, called stereopsis. The two most striking features of stereopsis
are that (i) it does not require object recognition but rather works also on
Julesz’s random dot patterns, and (ii) the difference between the images in
both retinas is detected that are smaller than the diameter of a photoreceptor:
stereopsis involves a hyperacuity. This is necessary, for instance, to insert a
thread through a needle’s eye. Considering that the visual processing may be
based on displacements of less than a photoreceptor’s diameter, it is even more
striking that displacement of blue versus red images, equivalent to about 15
photoreceptor diameters (Figure 1.7), remains undetected.

Disparity-sensitive neurons have been extensively recorded not only in the
visual cortex in V1 but also in V2 and the motion areas in the dorsal stream. Cells
can be classified as near cells, which respond best to crossed disparities, and
far cells that respond best to uncrossed disparities. Both these types are most
frequent in the motion areas, whereas cells that respond best to zero disparity
(zero-disparity cells) are abundant in areas V1 and V2 (Figure 1.11).
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1.18 Adaptation in the Visual System to Color, Spatial,
and Temporal Contrast

One of the most striking features of neural processing in our visual system is that
the gains for all aspects of vision are continuously adapted. The most immediate
adaptation is light/dark adaptation, independently in each photoreceptor, but
this adaptation in cones modifies their relative weight and, therefore, also color
vision. Not only the receptors adapt but also higher processing steps in the visual
system (review [31]). A few examples are that there are (i) motion adaptation
(after the train stops, the environment appears to move in the opposite direction);
(ii) tilt adaptation (after one looks at tilted bars, vertical bars appear to be tilted
in the opposite direction); (iii) contrast adaptation (after prolonged viewing of a
high-contrast grating, the sensitivity for detection of similar gratings is severely
reduced – this also affects the impression of sharpness of an image); (iv) adapta-
tion to scaling (if one looks at a face in which the distance between the eyes is
artificially reduced, the control face appears to have a larger interocular distance,
the face-distortion aftereffect; and (v) adaptation to optical aberrations and field
distortions of the image on the retina, which are well known to spectacle wear-
ers. Recovery in most of these adaptations is generally in the range of seconds, but
extended exposure may also cause extended changes in perception. A most strik-
ing example here is that wearing red or green spectacles for 3 or 4 days will shift
the ratio of the red–green (L–M cone) weighting also for several days [32]. That
the weighting of the different cone inputs can be extremely shifted (perhaps also
adapted) could explain why subjects with very different L/M cone ratios (naturally
occurring variability: 0.25 : 1 to 9 : 1) can all have normal color vision. Selective
adaptation of color channels can also nicely be seen at the homepage of Professor
Michael Bach, http://www.michaelbach.de/ot/col_rapidAfterimage/.

1.19 Conclusions

The most striking features of the natural visual system are the extreme plastic-
ity of image processing and the apparent optimal use of energy, space, and cell
numbers.

1) To prevent saturation of photoreceptors over a range of possible ambient
illuminances of, at least, 8 log units, in the presence of only about 2 log
units of simultaneous contrast in natural scenes, their response curves are
shifted by altering the gain of the phototransduction cascade. Furthermore,
the retina divides the entire illuminance range into two, the low-illuminance
range, where rods respond, and the high-illuminance range, where cones
take over. To save energy and wire volume in the retina, both photoreceptors
use the same circuitry, and their inputs to these circuits are automatically
switched over by synaptic plasticity, although, as in most cases in nature,
with a smooth transition.

http://www.michaelbach.de/ot/col_rapidAfterimage/
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2) Cable capacity is matched to information content, and multiple parallel chan-
nels with different bandwidths are used, if necessary, in the case of cones to
make it possible to transmit all relevant information.

3) There is extensive image preprocessing directly in the initial light sensor,
namely the retina. This is necessary because 125 million photoreceptors
converge into an optic nerve with only about 1 million lines and also because
the information from the cones is too much to be fully processed by the
cortex. For the same reason, high-acuity information is processed only in
the central 1∘ of the visual field, and this limitation is compensated by eye
movements. The spatial resolution here is as good as physically possible for
the given eye size of 24 mm, since diffraction at the pupil and the waveguide
properties of the cones preclude denser spatial sampling. The preprocessing
in the retina focuses on temporal and spatial brightness differences, and
spatial and temporal bandpass filtering, by building antagonistic receptive
field structures of the output cells of the retina (ON/OFF, color opponency,
motion selectivity with preferred direction), to enhance sensitivity to small
changes. By matching the sensitivity to the available stimulus strength,
maximum information is extracted; for example, contrast sensitivity is
continuously adapted at each spatial frequency to make optimal use of the
stimulus contrast.

4) Rescaling the retinal image, or compensating for local distortions or opti-
cal aberrations, seems to occur largely without effort – a most impressive
performance.

5) Depth is determined from several monocular cues, but the most powerful
mechanism is stereopsis, derived from binocular disparity. Stereopsis does
not require object recognition and works on random dot stereograms; it is
impressive how corresponding dots in the two retinal images are identified,
and it demonstrates extensive parallel comparisons over a wide range of the
visual field.

6) In the cortex, different aspects of the image are initially analyzed at each posi-
tion in the visual field (small receptive fields of the respective neurons). Later,
the trigger features of the cells become more and more specific and the recep-
tive field sizes increase. Cells can be recorded in higher cortical centers that
are selective for faces and expressions, and that retain their selectivity for
these stimuli at different illuminations. How this information is extracted is
not yet clear.

7) An unsolved problem is how and where all the separately processed features
finally converge to provide the complete picture of a visual object (the binding
problem).

8) It is interesting to note that there is an extensive description of the neural
responses in the visual system (i.e., retinal ganglion cells) to stimulation
with light spots and simple patterns, but no one would dare to describe the
visual scene given only a recording of the optic nerve trains. Natural vision
has not been the focus of much research [33]. It seems that there is need for
more research on the responses of the cells in the visual system with natural
stimulation.
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Introduction to Building a Machine Vision Inspection
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Germany

2.1 Preface

This chapter is the introduction to the basics for designing a machine vision
inspection. The next chapters give a detailed description of different terms such
as lighting, optics, cameras, interfaces, algorithms, and the application of these
components to the machine vision system in the environment of manufacturing.

Now, the following sections focus on how to solve a concrete vision task in
practice and which steps have to be taken on the road toward achieving successful
industrial application.

This roadmap provides a basis for the major decisions that have to be made for
a design. It also calls attention to the optimum sequence in realizing a system. It
is based on Consulting Team Machine Vision’s (CTMV’s) long-time experience
in designing machine vision systems and displays their method of approaching a
vision task.

The sequence of a project realization can be seen as follows:

1) specification of the task
2) design of the system
3) calculation of costs
4) development and installation of the system.

A successful design is based on a detailed specification. The task and the envi-
ronment need to be described. Often, ambient influences such as mechanical
tolerances and sometimes even the task are not specified precisely. This might be
caused either by a lack of knowledge about these factors or by the misconception
that image processing is mainly done by software and thus can be changed easily.
Even though software is easy to modify, the consequence of an insufficient spec-
ification is a hazard to an effective project workflow. Section 2.2 briefly describes
the information that is necessary for a design.

Besides the specification, it is essential to provide a set of sample parts that
covers error-free as well as error parts as such being in the range between just

Handbook of Machine and Computer Vision: The Guide for Developers and Users,
Second Edition. Edited by Alexander Hornberg.
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good and already inaccurate. These parts are required to design the illumination,
to determine the required resolution, and to get an impression of the diversity of
feature changes.

As for the design, Section 2.3 provides the guideline for the crucial steps, such
as
• choosing the camera scan type
• determining the field of view
• calculating the resolution
• choosing a lens
• selecting a camera model, frame grabber, and hardware platform
• selecting the illumination
• addressing the aspects of mechanical and electrical interfaces
• designing and choosing the software.

If the system is designed, costs can be evaluated for hardware and software. Fur-
thermore, the required effort for development and installation can be estimated
so that a project plan including costs can be created. Section 2.4 briefly focuses
on the costs for a vision system.

Finally, the project development can be launched; Section 2.5 addresses issues
for the successful development and installation of vision systems.

This chapter concludes with the presentation of two examples as realized by
Consulting Team Machine Vision (CTMV). The steps of specification and design
are displayed on the basis of these projects.

2.2 Specifying a Machine Vision System

Before launching a vision project, the task and conditions need to be evaluated.
As for the conditions, a part description as well as requirements of speed and
accuracy need to be defined.

This section describes the essential subjects for designing a machine vision
system. These topics should be summarized by a system specification in written
form. In combination with sample parts this document displays the initial situa-
tion. Change requests, which might occur during project realization, can then be
checked with the initial setup and can be added to the requirements list. Thus, this
outline provides an overview of the system’s requirements and potentials to both
the user and the developer. Furthermore, this specification provides the basis for
the acceptance test.

2.2.1 Task and Benefit

Certainly, the task and the benefit are the most important topics of the specifi-
cation. This part needs to cover the requirements of the system. Any operation
performed and result generated by the system needs to be defined, including the
expected accuracy. What is the inspection about? Which measurements have
to be performed? As described in Chapter 10, the task type can be categorized,
which gives the system a brief title.



2.2 Specifying a Machine Vision System 33

The present method of the operation is key to gathering more information
about the task and to estimate the benefit. The advantages of a machine vision
system can be multiple, for instance: the task is performed with a higher preci-
sion or a 100% inline inspection of every part might be possible where random
examination used to be the predominant method.

The sum of these benefits justifies the expenses for a vision system. If a cost
justification is done by an ROI calculation, these benefits are fundamental to eval-
uate the budget or the point of time when the system is profitable.

2.2.2 Parts

As mentioned above, a precise description of the parts and a sufficient set of sam-
ples are necessary for the outline. The following characteristics and their range
of diversity need to be specified:

• discrete parts or endless material (i.e., paper or woven goods)
• minimum and maximum dimensions
• changes in shape
• description of the features that have to be extracted
• changes of these features concerning error parts and common product varia-

tion
• surface finish
• color
• corrosion, oil films, or adhesives
• changes due to part handling, that is, labels, fingerprints.

A key feature of vision systems is their ability to operate without the need of
touching the parts. Nevertheless, for sensitive test parts, a damage caused by lamp
heat or radiation should be checked as well as their compatibility to part handling.

2.2.2.1 Different Part Types
The different part types need a detailed description. What features differ in which
way, for instance, dimensions, shape, or color?

With greater variety, type handling becomes more important. The question of
how to enable the software to deal with new types will find different answers for
a small range of types in comparison to larger ranges. For a vision system that
frequently has to cope with new types, it can be essential to enable the user to
learn new parts instead of requiring a vision specialist. Besides the difference of
the parts it is important to know whether the production is organized as a mixed
type or as a batch production. For the latter, the system might not need to identify
the part type before inspection, which in most cases will save computation time.

2.2.3 Part Presentation

As for part presentation, the crucial factors are part motion, positioning toler-
ances, and the number of parts in view.

Regarding part motion, the following options are possible:

• indexed positioning
• continuous movement.
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For indexed positioning, the time when the part stops needs to be defined, as
it influences the image acquisition time. For a continuous movement, speed and
acceleration are the key features for image acquisition.

As for positioning, the tolerances need to be known in translation and rotation.
The sum of these tolerances will affect the field of view and depth of view.

If there is more than one part in view, the following topics are important:

• number of parts in view
• overlapping parts
• touching parts.

The main concern with overlapping or touching parts is that the features are
not fully visible. For contour-based algorithms used for the outer part’s shape,
touching and overlapping parts can be a serious problem.

2.2.4 Performance Requirements

The performance requirements can be seen in the aspects of

• accuracy and
• time performance.

2.2.4.1 Accuracy
The necessary accuracy needs to be defined, as it influences the required resolu-
tion.

2.2.4.2 Time Performance
Since a vision system usually is one link in the production chain, its task has to
be finished within a specified time. The requirements regarding processing time
will influence the choice of the hardware platform and will eventually limit the
possibility of using certain algorithms.

For the specification, the following times have to be defined:

• cycle time
• start of acquisition
• maximum processing time
• number of production cycles from inspection to result using (for result buffer-

ing).

The last topic can be an issue if the part is handled on a conveyor belt and the
inspection result is not used straight away, but at a certain distance, as depicted
in Figure 2.1.

For the first case, the processing must be finished within one cycle. For the sec-
ond case, the results have to be latched; in which case, only the mean computation
time must be less than the cycle time.

2.2.5 Information Interfaces

As a vision system usually is not a stand-alone system, it will use interfaces in its
environment. These can be human machine interfaces to handle the system by



2.2 Specifying a Machine Vision System 35

Figure 2.1 Requirements on
the processing time.

(1)

(2)
Eject

Eject

an operator such as TCP/IP, fieldbus, serial or digital-I/O interfaces for machine
to machine communication. Additionally, databases, protocols, or log files are
common methods of saving and passing information.

Interfaces are most commonly used for

• user interface for handling and visualizing results
• declaration of the current part type
• start of the inspection
• setting results
• storage of results or inspection data in log files or databases
• generation of inspection protocols for storage or printout.

2.2.6 Installation Space

For installing the equipment, the installation space needs to be evaluated. The
possibility of aligning the illumination and the camera has to be checked. Is an
insight into the inspection scene possible? What variations are possible for min-
imum and maximum distances between the part and the camera? Furthermore,
the distance between the camera and the processing unit needs to be checked for
the required cable length.

2.2.7 Environment

Besides the space, the environment needs to be checked for

• ambient light
• dirt or dust that the equipment needs to be protected from
• shock or vibration that affects the part of the equipment
• heat or cold
• necessity of a certain protection class
• availability of power supply.

2.2.8 Checklist

To gather the information required for designing a machine vision system, a
checklist can be used (with kind permission from CTMV). This document can
be found in the appendix. It can also be downloaded from www.ctmv.de.

www.ctmv.de
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2.3 Designing a Machine Vision System

At this point, the information about the task, the parts, and the miscellaneous
topics is available and the project can be designed on this basis. This section
provides a guideline for designing a vision project. In general, this will provide
a reasonable method for the procedure, although there will be exceptions.

2.3.1 Camera Type

Choosing an area or line scan camera is a fundamental decision for the design. It
influences the choice of hardware and the image acquisition. 3D techniques are
not covered by this guideline as their range and variety are too great.

For line scan cameras, the following sections will use the labeling of directions
as shown in Figure 2.2.

Area cameras are more common in automation and provide advantages in com-
parison to line scan cameras. Setting up an area camera usually is easier as a
movement of the part or the camera is not required. Adjusting a line scan camera
in a nonmoving arrangement by using a line profile though can be a challeng-
ing task. Besides the setup, the triggering of a line scan camera requires detailed
attention. In general, line scan cameras and frame grabbers are more expensive
than area cameras.

Why choose line scan cameras then? Using line scan techniques offers higher
resolutions in both cross direction and scan direction, where the resolution
is defined by the scan rate. Depending on the frame grabber, the use of line
scan cameras allows the processing of a continuous image data stream in
contrast to single frames captured by area cameras. For applications, such
as web inspection, processing a continuous stream offers the advantage that
the inspected endless material is not separated into single frames for the
image processing. Using area scan cameras instead would implicate the neces-
sity of composing frames or merging defects that are partly visible in two
frames.

Cross directionScan direction

Figure 2.2 Directions for a line scan
camera.



2.3 Designing a Machine Vision System 37

For moving parts it might be consequential to use line scan cameras – a classical
application used for inspecting the surface of a rotating cylinder.

According to this, the choice between an area and a line scan camera can be
made. As for verifying whether the necessary resolution can be achieved by area
cameras, the resolution calculation that is addressed later on is required in this
step already. Besides the selection of the camera technique, the choice of the cam-
era model is done afterward.

A detailed description of camera technologies can be found in Chapter 6.

2.3.2 Field of View

The field of view is determined by the following factors:

• maximum part size
• maximum variation of part presentation in translation and orientation
• margin as an offset to part size
• aspect ratio of the camera sensor.

As referred in Figure 2.3, the black part labeled 1 displays the maximum part
size. Due to positioning, the part can exceed the maximum variation as shown
with the gray part, labeled 2. Frame 3 leads to the size determined by the maxi-
mum part size plus the maximum positioning tolerance.

Frame 4 is defined by the additional needs of a margin between the part
and the image. For the image processing, it might be necessary to provide
space between the part and the image edges. Furthermore, for maintenance
and installing the camera it is convenient to admit a certain tolerance in
positioning.

Frame 4 is the desired field of view. However, the calculated field of view needs
to be adapted regarding the camera’s sensor resolution. Most area cameras pro-
vide an aspect ratio of 4 : 3.

Thus, for every direction the field of view can be calculated as

FOV = maximum part size + tolerance in positioning + margin
+ adaption to the aspect ratio of the camera sensor (2.1)

Figure 2.3 Field of view.
5

4
2

1

3



38 2 Introduction to Building a Machine Vision Inspection

2.3.3 Resolution

If it comes to resolution, the following distinction is necessary:

• camera sensor resolution
• spatial resolution
• measurement accuracy.

2.3.3.1 Camera Sensor Resolution
The number of columns and rows that a camera provides is specified by the inter-
nal sensor. It is measured in pixels. For line scan cameras, the resolution is defined
for one dimension only. Besides the number of pixels, the size of one pixel – the
cell size – is required for the lens design.

2.3.3.2 Spatial Resolution
This is a matter of direct mapping of real-world objects to the image sensor. It can
be measured in millimeter per pixel. The resolution is dependent on the camera
sensor and the field of view; the mapping is done by the lens.

It has to be considered that some area cameras do not provide square pixels,
so that the resulting spatial resolution is not equal in the horizontal and verti-
cal directions. For line scan cameras, the lens determines the resolution in cross
directions. In scan direction, the resolution is dependent on the scan rate and
speed.

2.3.3.3 Measurement Accuracy
This is the overall performance of the system – the smallest feature that can be
measured. Depending on the software algorithm, the measurement accuracy can
be different from the spatial resolution.

For the image processing, the contrast of the feature as well as the software algo-
rithms decides whether a feature is measurable. If the contrast of small defects is
poor, the software might not be able to detect a single pixel defect; four or five
pixels might be necessary then. On the other hand, model algorithms, such as
circle fitting, and subpixeling allow higher measurement accuracies than spatial
resolution. The following table presents an overview of algorithms and the accu-
racy that can be expected. Certainly, these values are dependent on the algorithm
used and the image quality.

Algorithm Accuracy in pixel

Edge detection 1/3
Blob 3
Pattern matching 1

Thus, the spatial resolution that is necessary to achieve a measurement accu-
racy depends on the feature contrast and the software algorithms.
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2.3.3.4 Calculation of Resolution
For choosing a camera model, the required resolution has to be determined.
Therefore, the size of the smallest feature that has to be inspected and the num-
ber of pixels to map this feature are crucial. The necessary spatial resolution are
evaluated as follows:

Rs = FOV∕Rc (2.2)
Rc = FOV∕Rs (2.3)

Name Variable Unit

Camera resolution Rc pixel
Spatial resolution Rs mm/pixel
Field of view FOV mm
Size of the smallest feature Sf mm
Number of pixels to map the smallest feature Nf pixel

The necessary spatial resolution can be calculated as follows:

Rs =
Sf
Nf

(2.4)

If the field of view is known, the camera resolution can be evaluated as

Rc = FOV
Rs

= FOV ⋅
Nf
Sf

(2.5)

This calculation has to be performed for both horizontal and vertical directions.
For an area camera this is done in a straightforward manner. However, the aspect
ratio of the camera sensor has to be considered.

2.3.3.5 Resolution for a Line Scan Camera
For a line scan camera, the resolution in cross direction can be calcu-
lated as above. In scan direction, the resolution defines the necessary scan
rate – dependent on the speed – as follows:

fs = 𝑣∕Rs (2.6)
ts = 1∕fs (2.7)

Name Variable Unit

Spatial resolution Rs mm per pixel
Relative speed 𝑣 mm s−1

Line frequency fs Hz
Scan time ts s per scan
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2.3.4 Choice of Camera, Frame Grabber, and Hardware Platform

At this point, the camera scan type and the required resolution are known so that
an adequate camera model can be chosen. The decisions about the camera model,
the frame grabber, and the hardware platform are interacting and basically done
in one step.

2.3.4.1 CameraModel
As the camera scan type is defined, further requirements can be checked, such as
• color sensor
• interface technology
• progressive scan for area cameras
• packaging size
• price and availability.

2.3.4.2 Frame Grabber
The camera model affects the frame grabber choice and vice versa. Obviously,
the interfaces need to be compatible. Furthermore, the following topics should
be considered:
• compatibility with the pixel rate
• compatibility with the software library
• number of cameras that can be addressed
• utilities to control the camera via the frame grabber
• timing and triggering of the camera
• availability of on-board processing
• availability of general purpose I/O
• price and availability.

2.3.4.3 Pixel Rate
The topic addressed above is the pixel rate. This is the speed of imaging in
terms of pixels per second. For an area camera, the pixel rate can be deter-
mined as

PR = Rchor ⋅ Rcver ⋅ fr + overhead (2.8)

Name Variable Unit

Pixel rate PR pixel/s
Camera resolution horizontal Rchor pixel
Camera resolution vertical Rcver pixel
Frame rate fr Hz
Camera resolution Rc pixel
Line frequency fs Hz
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An overhead of 10–20% should be considered due to additional bus transfer.
For a line scan camera, the calculation is similar:

PR = Rc ⋅ fs + overhead (2.9)

The pixel rate has to be handled by the camera, the frame grabber, and
the processing platform. For the grabber and the computer, the sum of the
pixel rates of all cameras is essential. As a guideline, the following figures can
be used:

Bus technology Maximum bandwidth for application in megabyte per second

PCI 96
PCI-Express 250 per lane

(lanes can be combined to increase bandwidth)
IEEE 1394 32
Camera Link max 680 for full frame Camera Link

2.3.4.4 Hardware Platform
As for the hardware platform, a decision can be made between smart cam-
eras, compact vision systems, or PC-based systems. Costs and performance
are diverging. Essential topics for choosing the hardware platform are as
follows:

• Compatibility with frame grabber
• Operating system. Obviously, the software library has to be supported. A cru-

cial factor isthe decision whether a real-time operating system is mandatory.
This might be the case for high-speed applications.

• As for the operating system and software, also the development process has to
be considered. The hardware platform should provide easy handling for devel-
opment and maintenance.

• If an operator needs to set up the system frequently, the platform should pro-
vide means for a user-friendly human machine interface.

• Processing load. The hardware platform has to handle the pixel rate and the
processing load. For high-speed or multiple camera applications, compact sys-
tems might be overstrained.

• Miscellaneous points, such as available interfaces, memory, packaging size,
price, and availability.

2.3.5 Lens Design

As the field of view and the camera resolution are known, the lens can be chosen.
An important parameter for the lens design is the standoff distance. In general,
using greater distances will increase the image quality. The available space should
be used to obtain an appropriate standoff distance. This distance is used to cal-
culate the focal length. A detailed discussion can be found in Chapter 4.
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Figure 2.4 Model of a thin lens.

2.3.5.1 Focal Length
On the basis of thin lenses, the focal length f ′ can be determined. Even though
this formula is not correct for a set of thick lenses that camera lenses are made
of, it provides a reasonable indication for choosing the focal length. Figure 2.4
displays a thin lens model (see also Section 4.2.5) used for calculation. The optical
convention is the same as explained in Section 4.2.3 . A real-world object with the
size y is mapped by the lens to an image object of the size y′.

The standoff distance a < 0 is a function of the focal length f ′ > 0 and the dis-
tance a′

> 0 between the lens and the image sensor (4.20 ):
1
f ′

= 1
a′ −

1
a

(2.10)

The magnification 𝛽 is determined by (4.23)

𝛽 =
y′

y
= a′

a
. (2.11)

Considering that the field of view is mapped to the size of the image sensor, the
magnification can also be evaluated by

𝛽 = − sensor size
FOV

. (2.12)

So

f ′ = a ⋅
𝛽

1 − 𝛽

. (2.13)

Hence, for calculating the focal length f ′, the magnification 𝛽 and the standoff
distance a are necessary. Using an appropriate standoff distance a, formula (2.13)
provides a lens focal length. Standard lenses are available with focal lengths such
as 8, 16, 25, 35, 50 mm, or greater. Thus, a selection has to be done within this
range. After choosing a lens with the focal length that is closest to the calculated
value, the resulting standoff distance a can be evaluated by (4.20)

a = f ′ ⋅ 1 − 𝛽

𝛽

. (2.14)
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Referring to Figure 2.4, the lens extension z′ – the distance between the focal
point of the lens and the sensor plane (see Section 4.2.8.2) – can be calculated as
(4.24)

z′ = a′ − f ′ = −f ′ ⋅ 𝛽. (2.15)
In addition to the focal length, the following characteristics have to be consid-

ered.

2.3.5.2 Lens Flange Focal Distance
This is the distance between the lens mount face and the image plane. There are
standardized dimensions; the most common are as follows:

Mount Size (mm)

C-Mount 17.526
CS-Mount 12.526
Nikon F-Mount 46.5

As seen from the camera perspective, the mount size determines the shortest
possible distance between the lens and the image sensor. For a CS-Mount camera
any C-Mount lens can be used by inserting a 5 mm extension tube. However, a
C-Mount camera cannot be used with a CS-Mount lens. F-Mount is commonly
used for line scan cameras.

2.3.5.3 Extension Tubes
For a focused image, decreasing the standoff distance a between the object and
the lens results in an increasing focus distance a′. The magnification is also
increased. The lens extension l can be increased using the focus adjustment
of the lens. If the distance cannot be increased, extension tubes can be used
to focus close objects. As a result, the depth of view is decreased. For higher
magnifications, such as from 0.4 to 4, macro lenses offer better image quality.

2.3.5.4 Lens Diameter and Sensor Size
Sensor sizes vary; they are categorized in sizes of 1/3 in., 1/2 in., 2/3 in., and 1 in..
The size is not a precise dimension but determines that the sensor lies within a
circle of the named diameter.

In addition, for lenses a maximum sensor format is specified. The choice of lens
and camera sensor must be suitable. Using a 1 in. sensor with a 2/3 in. lens results
in a poorly illuminated sensor; low light and aberration will be an issue. On the
other hand, using a lens that is specified for a 1 in. sensor in combination with a
2/3 in. sensor is possible (Figure 2.5).

2.3.5.5 Sensor Resolution and Lens Quality
As for high resolution cameras, the requirements on the lens are higher than
those for standard cameras. Using a low-budget lens might lead to poor image
quality for high-resolution sensors, whereas the quality is acceptable for lower
resolutions.
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Figure 2.5 Areas illuminated
by the lens and camera; the
left side displays an
appropriate choice.

2.3.6 Choice of Illumination

Illumination for a machine vision system is an individual selection of the opti-
mum concept. Finding the best setup usually is a result of experiments based on
a theoretical approach. This section provides an overview of the factors that can
be changed and the general illumination concepts, such as back-front lighting. A
detailed description of lighting can be found in Chapter 3.

2.3.6.1 Concept: Maximize Contrast
The illumination concept determines the quality of the feature signals in the
image. The features need to be presented with a maximum of contrast. The
challenge of illumination is to increase the signal to noise ratio, and to emphasize
and expose these features to maximize the contrast.

Any effort invested in the optimum illumination concept will increase the sys-
tem’s inspection performance and reliability; it will also decrease the complexity
of the software. What means are available to increase the contrast?
• An essential factor is the direction of light. It can diffuse from all directions or

directed from a range of angles.
• The light spectrum also influences the contrast. Effects such as fluorescence

or the influence of infrared or ultraviolet light should be checked as well as
optical filters. For color applications, the light spectrum needs to be verified
for usability; white LEDs for instance usually do not provide a homogeneous
spectrum.

• Polarization. The effect of polarization increases the contrast between object
areas that directly reflect light in comparison to diffuse reflection. Polarization
will show an effect on surfaces, such as metal or glass.

2.3.6.2 Illumination Setups
The main setups in illumination are
• backlight and
• frontlight.

Backlight usually is realized in a back-illuminated panel. Common light
sources are LEDs and fluorescent tubes. They are available in a wide range of
sizes and intensities. This backlight can diffuse; it provides light from a wide
range of angles.

A further technique is the condenser illumination; a condenser lens is used
to focus the backlight in the direction of the camera. This lighting provides a
telecentric path of rays and, therefore, is used for measurement tasks.
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For frontlight, different techniques can be listed:

• Diffused light. This light is provided from all angles. The commonly used diffuse
lights are dome lights with different diameters. They often come with an LED
illumination inside the dome.

• Directed light. This light is provided from a range of angles. This can be ring
lights or line lights.

• Confocal frontlight. Beam splitters make the light come from the direction of
the camera’s optical axis.

• Bright field. This is a variety of directed light. This light is supplied in a way that
it is reflected by the part’s surface into the camera. The surface appears bright
in the image; part regions that do not reflect light appear dark.

• Dark field. This is another variety of directed light where the reflected light of
the part is directed away from the camera. The surface then appears dark in
the image; irregular part regions reflect light and appear bright.

2.3.6.3 Light Sources
Common light sources are as follows:

• Fluorescent tubes. These tubes are available in ring and straight forms; the ring
form does not provide a continuous light ring, as the tube needs to be mounted.
Essential for machine vision applications is an electrical high frequency setup.
If the tube is used with a 50 Hz setup, intensity oscillation will be visible in the
images.

• Halogen and xenon lamps. These lights run on direct-current voltage; thus, a
light oscillation is not an issue. Halogen lights are often used in combination
with fiber glass and different attachment caps, such as lines or rings. Xenon
lamps are used for flash-light applications.

• LED. LED lights are becoming more and more important in machine vision.
Advantages of LEDs are the use of direct-current voltage, a long life that
exceeds the durability of halogen and fluorescent tubes by multiples. Due
to their size, they come in smaller packaging sizes and usually do not need
further electrical components. Flashing can easily be realized with LEDs; the
light intensity can be increased compared to continuous operation.

• Laser. Laser light is used for special applications, such as triangulation.

2.3.6.4 Approach to the Optimum Setup
For finding the optimum setup, a theoretical idea is adjuvant rather than try-
ing. Nevertheless, a confirmation of the setup based on experiments with sample
parts is mandatory. Using a camera is not obligatory as for the first step; it can
be replaced by the human eye. If at all a camera is required, an area scan camera
is recommended due to easier handling. For finding illumination angles, it might
be helpful to use a single discrete lamp and then proceed with a choice of suitable
lamps.

The alignment of light, the part, and the camera needs to be documented. To
balance between similar setups, images have to be captured and compared for
the maximum contrast. Furthermore, a compatibility with the mechanical envi-
ronment needs to be checked before proceeding.
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2.3.6.5 Interfering Lighting
When inspecting a number of features, different illumination setups might be
required. The influences of different lamps on the images have to be checked. To
avoid interfering, a spatial separation can be achieved by using different camera
stations. Then, the part is imaged with different sets of cameras and illumina-
tions. Furthermore, a separation in time is possible; images of different cameras
are taken sequentially, whereas only the lamp required for the imaging camera is
switched on. Another solution is the use of different colors for the cameras. This
can be achieved by colored lamps in combination with color filters for the camera
that belongs to the lamp.

2.3.7 Mechanical Design

As the cameras, lenses, standoff distances, and illumination devices are deter-
mined, the mechanical conditions can be defined. As for mounting of cameras
and lights the adjustment is important for installation, operation, and mainte-
nance. The devices have to be protected against vibration or shock. In some cases
a mechanical decoupling might be necessary.

The position of cameras and lights should be changed easily. However, after
alignment, the devices must not be moved by operators. An easy positioning is
achieved by a setup that allows the crucial degrees of freedom to be adjusted
separately from each other. If the camera has to be adopted to different stand-
off distances, a linear stage might be easier in handling than changing the lens
focus.

2.3.8 Electrical Design

For the electrical design the power supply is specified. If a certain protection class
is necessary, the housing of cameras and illumination need to be adequate. The
length of the cables as well as their laying, including the minimum tolerable bend
radius, needs to be considered. The following table provides an overview of the
specified cable lengths. Using repeaters or optical links can increase the lengths.
For digital busses, such as Camera Link or IEEE 1394, the length is also dependent
on the bandwidth.

System Specified cable length (m)

Camera Link 10
IEEE 1394 4.5
Analog up to 15

2.3.9 Software

As for software, two steps have to be performed:

• selection of a software library
• design and implementation of the application-specific software.
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In most cases, not all software functions are programmed by the developer;
software libraries or packages are used, which provide image-processing algo-
rithms.

2.3.9.1 Software Library
When selecting a software library, the functionality should be considered; there-
fore, it is necessary to have a basic concept of the crucial algorithms in mind,
which have to be used. Obviously, the software needs to be compatible with the
hardware used for imaging as well as with the operating system.

Furthermore, the level of development is important. The machine vision mar-
ket offers software packages that are configurable; without the need for program-
ming, an application can be realized. Often, these packages are combined with the
required hardware.

For more complex tasks, the means of changing algorithms and procedures
might not be sufficient. In this case, a programmable software package provides
the options to adapt the software to the application needs. The integration is more
complex as more programming is involved; the software structure has to be pro-
grammed.

The highest level of programming and flexibility offers an application program-
ming interface (API). This is a set of functions that have to be combined with an
application software.

2.3.9.2 Software Structure
The software structure and the algorithms used are highly dependent on the
vision task. A general guideline cannot be provided. However, for most appli-
cations, the software for the image-processing routines follows a structure as
follows:

• image acquisition
• preprocessing
• feature localization
• feature extraction
• feature interpretation
• generation of results
• handling interfaces.

Obviously, the sequence starts with the acquisition of images. Certain require-
ments, such as triggering or addressing flash units, might have to be met.

If the image or the images are acquired, they might have to be preprocessed.
Commonly used are filters, such as mean filters or shading. Shading is an impor-
tant issue to overcome nonhomogeneous illumination scenes. Depending on the
hardware, shading can be realized in a camera, respectively, the grabber, or in
software. Preprocessing usually consumes plenty of computation time and should
only be used if mandatory.

Due to the tolerances in positioning, the position of the features needs to be
localized. Based on the position, regions of interest (ROIs) can be defined. In
contrast to processing the entire image, ROIs offer the possibility of processing
local image areas; computation time can be economically used.
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Feature extraction addresses the basic algorithms to present features for an
interpretation. Basic algorithms are blob analysis, texture analysis, pattern match,
or edge detection – often in combination with geometric fitting.

Feature interpretation basically accomplishes the vision task – a measurement
is gauged, a verification is done, and a code is read.

The generation of results is the next step. Depending on the feature interpre-
tation, the results can be compared to tolerances; the part can be an error or an
error-free part.

Handling of interfaces addresses means, such as digital-I/O, data logging, or
visualization.

2.3.9.3 General Topics
The software should cover requirements for easy handling of the vision system:
• Visualization of live images for all cameras
• Possibility of image saving
• Maintenance modus. Camera and illumination need to be aligned, image con-

trast needs to be tested, and a camera calibration might be necessary. The
software needs to meet these requirements for easy handling and maintenance.

• Log files for the system state. The system state and any error occurred while
processing parts should be logged in a file for the developer. Software errors
sometimes are hard to reproduce; in this case, a log file might lead to the rea-
sons.

• Detailed visualization of the image processing. Subsequent processing steps
should be displayed in the user interface. This provides the possibility of esti-
mating the processing reliability and reasons for failures.

• Crucial processing parameters, such as thresholds, should be accessible from
the user interface for a comfortable system adaption.

2.4 Costs

Before launching the project, the costs have to be evaluated. They can be classified
as the initial development costs and the operating costs. The development costs
consist of expenses for
• project management
• base design
• hardware components
• software licenses
• software development
• installation
• test runs, feasibility tests, and acceptance test
• training
• documentation.

If more than one system is manufactured, the costs for the subsequent sys-
tems will be less than that for the prototype; base design, software development,
feasibility test, and documentation are not required.
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As for the operating costs, the following factors should be considered:
• maintenance, such as cleaning of the optical equipment
• change of equipment, such as lamps
• utility, for instance, electrical power or compressed air if needed
• costs for system modification due to product changes.

2.5 Words on Project Realization

The sequence of a project realization usually is as follows:
1) specification
2) design
3) purchase of hardware and software
4) development
5) installation
6) test runs
7) acceptance test
8) Training and documentation.

Specification and design are addressed above.

2.5.1 Development and Installation

As known from experience, it is advisable to split the installation into two parts.
The first part focuses on the setup of the components. As soon as they are avail-
able, the installation can be done at the designated location. Even though the
software is not fully developed, this early project step is required to check for
reliability and image quality

The image quality can be tested directly in the production environment. There-
fore, the system needs a basic software for image grabbing, triggering, and image
saving. The reliability of the system in terms of triggering and imaging can be
checked. At this point, the system comes across influences that have not been or
could not be specified. This might be part vibration or electrical interference.

In general, this is a fundamental step in a vision project:
• getting familiar with the imaging routine,
• getting to know the influences of the production process, and
• approving the desired image quality.

Before proceeding, problems with these factors need to be resolved. For the
software development, sample images should be gathered as they are imaged with
the chosen equipment.

2.5.2 Test Run and Acceptance Test

The software needs to be tested and optimized until the specifications are met.
Depending on the complexity of the system, a couple of test and optimization
sequences should be expected.

Due to a successful project workflow, an acceptance test states that the system
works regarding the requirements.
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2.5.3 Training and Documentation

Finally, a documentation and detailed training of operators are mandatory
to accomplish the project. A documentation should cover the following
points:

• system specification
• handling and usage of the system, and hardware and software handbook
• maintenance
• spare-part list as well as a recommendation of anticipated parts to hold on

stack (i.e., lamps)
• mechanical drawings
• circuit diagram
• handbooks of the used components, that is, cameras.

2.6 Examples

Two applications, as realized by CTMV, are displayed as practical examples.

2.6.1 Diameter Inspection of Rivets

2.6.1.1 Task
In the production of floating bearings, the bearing and the shafts are riveted.
Due to material and processing influences, the diameter of the rivet needs to be
inspected. Every rivet has to be checked (Figure 2.6).

Figure 2.6 Bearing with rivet and disk.
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2.6.1.2 Specification
• Task and benefit. The diameters of two similar rivets have to be inspected; the

task can be categorized into a measurement application. The 100% inspection
of every part has to be performed inline. The nominal size of the rivet is 3.5
mm, and the required accuracy is 0.1 mm. The inspection used to be performed
manually.

• Parts. The nominal size of the rivets lies in a range of 3–4 mm; it is placed
in front of a disk. The surface color of the disk might change due to material
changes. The rivet material does not change. The bearings can be covered with
an oil film.

• Part positioning. The positioning is indexed by the use of an automated belt.
The parts are presented without overlap. The tolerance of part positioning is
less than ±1 mm across the optical axis and ±0.1 mm in the direction of the
optical axis. The belt stops for 1.5 s. Part vibration might be an issue. The belt
control can provide a 24 V signal for triggering the cameras. There is only one
part type to inspect.

• Performance requirements. The diameter of the rivet needs to be measured
with an accuracy of 0.1 mm. The processing result has to be presented imme-
diately. The maximum processing time is 2 s; the cycle time is 2.5 s.

• Information interfaces. The inspection result is passed using a 24 V signal, indi-
cating an error part. The measurement results need to be visualized.

• Installation space. A direct insight into the rivet is possible. The maximum
space for installing equipment is 500 mm. The distance between the cameras
and the computer is 5 m. A certain protection class is not necessary.

2.6.1.3 Design

1) Camera type. As the part positioning is indexed and the rivet can be imaged
with one frame, area cameras are used.

2) Field of view. Referring to Equation 2.1 the field of view is calculated as

FOV = maximum part size + tolerance in positioning
+ margin + adaption to aspect ratio of camera sensor

In this case, the following values are specified:
Maximum part size (mm) 4
Tolerance in positioning (mm) 1
Margin (mm) 2
Aspect ratio 4 : 3

Hence, the field of view is calculated as

FOVver = 4 mm + 1 mm + 2 mm = 7 mm
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As the aspect ratio of the camera sensor is 4 : 3, the field of view in the hori-
zontal direction is adapted to

FOVhor = 7 mm ⋅
4
3
= 9.33 mm

Thus, the field of view is determined to be 9.33 mm × 7 mm.
3) Resolution. As the field of view and the accuracy of the measurement are

known, the necessary sensor resolution can be calculated as follows (referring
to (2.5)):

Rc = FOV
Rs

= FOV
Nf
Sf

The diameter will be measured using an edge detection and a subsequent cir-
cle fitting. Hence, the number of pixels for the smallest feature can be 1/3
pixel. Due to changing disk material the edges of the rivet can be low in con-
trast. Hence, the number of pixels for the smallest feature is set to 1 pixel. The
size of the smallest feature is 0.1 mm.
The horizontal and vertical resolutions can be evaluated as:

Rchor = 7 mm ⋅
1 pixel
0.1 mm

= 70 pixels

Rcver = 9.33 mm ⋅
1 pixel
0.1 mm

= 93.3 pixels

4) Choice of camera, frame grabber, and hardware platform. Due to these values,
a standard VGA camera can be chosen. As described in Section 2.3.4, the
choice of camera, frame grabber, and hardware platform are dependent
on each other and basically done within one step. As a hardware platform,
a National Instruments Compact Vision System NI CVS 1454 is chosen,
since it combines an embedded high-performance processor, direct IEEE
1394 connection, TCP/IP interface, and the use of a powerful software
library. For visualization, a computer monitor can be connected. As for
the camera, an AVT Marlin F-033B IEEE 1394 CCD camera is used. It
provides a camera resolution of 656 × 494 pixels. The choices of IEEE 1394
and the compact vision system save costs for a frame grabber and additional
hardware.

5) Lens design. As a precise mass is to be measured and the part moves in the
direction of the optical axis, a telecentric lens is chosen. For choosing a tele-
centric lens, the key factors are field of view and magnification rather than the
focal length. The field of view was determined to be 9.33 mm. Hence, a lens
with a field of view of 10.7 mm was chosen. The standoff distance is specified
to be 100 mm.
Thus, the spatial resolution is

Rs = FOV
Rc

= 10.7 mm
656 pixels

= 0.016 mm
pixel

.

6) Choice of illumination. The rivet has a convex shape, as depicted in Figure 2.7.
To illuminate the outer edges of the shape, a dome is chosen as diffuse front-
light. The setup of a camera, its illumination, and the part are displayed in
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Figure 2.7 Bearing, rivet, and disk
in lateral view.

Disk

Rivet

Part Dome Lens Camera

Disk
Rivet

Figure 2.8 Setup of part, illumination, and camera.

Figure 2.8. Regarding the longevity, an LED illumination was preferred. As
depicted in Figure 2.8, the diameter needs to have a certain size to illuminate
the rivet properly. A dome was chosen with a diameter of 100 mm.

7) Mechanical design. For the mechanical design, no particularities have to be
considered. The cameras and light domes are mounted on aluminum profiles
for easy adjustment.

8) Electrical design. As power supply, only 24 V is necessary for the compact
vision system and the illumination. The cameras are supplied via the IEEE
1394 connection.

9) Software. For the software library, National Instruments LabVIEW, and Imaq
Vision are chosen as they provide a powerful image-processing functionality
and short implementation efforts.

As mentioned in Section 2.3.9, the software is structured in

• image acquisition
• preprocessing
• feature localization
• feature extraction
• feature interpretation
• generation of results
• handling interfaces.
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Figure 2.9 Rivet and disk as imaged by
the system.

Figure 2.10 Feature localization by
thresholding and blob analysis.

The image acquisition is done by a simultaneous external triggering of the cam-
eras. No preprocessing is used.

Figure 2.9 shows the rivet as depicted by the system.
The feature localization is done by thresholding the image for a blob analysis.

Figure 2.10 displays the thresholded image. The center of the greatest blob is used
as a feature center position.

For the feature extraction, a circular edge detection and circle fitting are per-
formed as displayed in Figure 2.11.

The feature interpretation and generation of results are performed by com-
paring the diameter to the defined tolerances. Depending on the result, a digital
output is set.

The user interface is designed to display the images of both cameras. Further-
more, the processing results, such as feature localization and interpretation, are
displayed (Figure 2.12).
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Figure 2.11 Circular edge detection
and subsequent circle fitting. 0

Figure 2.12 User interface for the rivet inspection.

2.6.2 Tubing Inspection

2.6.2.1 Task
While producing tubings for sophisticated applications, defects such as particles
and material drops, can be a quality issue. A vision system for an inline tubing
inspection was realized by CTMV.

2.6.2.2 Specification
• Task and benefit. As mentioned above, an inline inspection for the named

defects has to be realized. The smallest defect that has to be detected has
a size of 0.08 mm. The defects are classified into different classes regarding
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defect type and size. For each class, tolerances can be defined as for the size
and frequency of occurrence. For instance, particles are tolerable if their size
is between 0.1 and 0.2 mm and not more than 5 defects per 1 m of tube are
detected.
An inspection protocol is necessary, which displays the defects, their ongoing
meter from the inspection start, size, and image. Additionally, these data have
to be provided for an online access from remote computers over the TCP/IP
protocol. The inspection is performed manually.

• Parts. The tube diameter varies between 5 and 32 mm. The tubes are transpar-
ent. A diameter change can be addressed to the system. The tube’s surface is
free of dirt or adhesives; color changes are not expected.

• Part positioning. The tubes are produced in a horizontal movement with a
maximum speed of 3 m min−1. The position tolerance in the cross direction
is 0.5 mm.

• Performance requirements. The smallest defect size that has to be detected is
0.08 mm. The processing time is defined as a function of processing speed . An
image needs to be processed before the next acquisition is accomplished.

• Information interfaces. As mentioned above, a user interface for controlling
and setting the tube diameter, an inspection protocol for printout and storage,
and an online access to the defect data over a TCP/IP connection is required.

• Installation space. A direct insight into the tube is possible. The maximum
distance from the tube center is 400 mm. In the direction of movement, a dis-
tance of 700 mm can be used for the system. The distance between the cameras
and the computer is 3 m. The components should be covered from dripping
water.

2.6.2.3 Design

1) Camera type. As the tube is moving and a rather high resolution will be
mandatory, a line scan setup is preferred. To cover 360∘ of the perimeter,
at least six cameras have to be used. At this point, a cost calculation of six
line scan cameras, an adequate number of frame grabbers, and processing
hardware are displayed; the costs exceed the budget.
Hence, area cameras have to be used. For acquiring single frames, camera trig-
gering, and merging of defects, which are partly visible in two or more images,
will be an issue.

2) Field of view. When using six cameras, each camera needs to cover a field of
view of the radius’ size, as depicted in Figure 2.13.
The maximum diameter is specified to be 32 mm and the radius to be 16 mm.
The positioning tolerance is less than 0.5 mm. Hence, the required field of view
for one camera can be calculated as

FOV = maximum part size + tolerance in positioning + margin
+adaption to aspect ratio of camera sensor

FOVhor = 16 mm + 0.5 mm + 1 mm = 17.5 mm
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Figure 2.13 Required field of view when using six
cameras.

r

r

Figure 2.14 Positioning of
the camera.

Using an area camera with a sensor ratio of 4 : 3, the vertical field of view is
determined as

FOVvert = FOVhor ⋅
3
4
= 17.5 mm ⋅

3
4
= 13.125 mm

Hence, the field of view is calculated to be 17.5 mm × 13.125 mm. The camera
is mounted as depicted in Figure 2.14.

3) Resolution. The size of the smallest defect is defined as 0.08 mm. As the pro-
cessing routine will be based on blob analysis, at least three pixels should be
used to map the smallest defect. Hence, a spatial resolution of 0.027 mm per
pixel is required.
With the field of view, the camera resolution can be calculated to be

Rc = FOV
Rs

= 17.5 mm
0.027 mm∕ pixel

= 656 pixels

4) Choice of camera, frame grabber, and hardware platform. Due to these values,
a standard VGA camera can be chosen. A camera interface technique, IEEE
1394, is chosen due to an easy integration and low costs in comparison to
systems such as Camera Link. The choice is made for a Basler 601f CMOS
camera with a sensor resolution of 656 × 491 pixels.
Using 656 pixels to map the 17.5 mm FOV, the resulting spatial resolution is

Rs = FOV
Rc

= 17.5 mm
656 pixels

= 0.027 mm∕ pixel

The smallest defect of 0.08 mm then is mapped with three pixels.
A 19 in. Windows XP-based computer is used as hardware platform. The cam-
eras are connected to two National Instruments PCI-8254R boards with a
reconfigurable I/O and IEEE 1394 connectivity.
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5) Lens design. The maximum distance from the tube center is defined as
400 mm. The magnification can be calculated as

𝛽 = − sensor size
FOV

= −6.49 mm
17.5 mm

= −0.371.

The sensor size results from the multiplication of the cell size of 9.9 μm per
pixel and the sensor resolution of 656 pixels.
Using the magnification and the maximum distance from the tube center of
400 mm subtracted by a value of 200 mm for the camera and lens, the focal
length can be calculated as

f ′ = a ⋅
𝛽

1 − 𝛽

= 200 mm 0.371
1 + 0.371

= 54.1 mm

The choice is made for a 50 mm lens.
The resulting standoff distance d is

a = f ′ ⋅ 1 − 𝛽

𝛽

= 50 mm ⋅
1 + 0.371
−0.371

= −184.8 mm

As referred to (2.15), the lens extension l can be evaluated to

l = a′ − f ′ = −f ⋅ 𝛽 = 50 mm ⋅ 0.371 = 18.55 mm

As this distance cannot be realized by focus adjustment, an extension tube of
15 mm is used.

6) Choice of illumination. As the tube is translucent, a diffuse backlight is used.
Defects appear dark then. As the shutter time needs to be set to a low value,
high intensities are required. The time the tube takes to move a distance of 1
pixel in the image is calculated as

t = Rs
𝑣

where 𝑣 is the speed (3 m min−1 = 50 mm s−1) and Rs is the spatial resolution
scan direction.
Hence

t =
0.027 mm per pixel

50 mm s−1 = 540 μs

The choice is made for a high power LED backlight with a size of 50 mm ×
50 mm. Due to the intensity, a flash operation is not necessary.

7) Mechanical design. For the mechanical design, the mounting of the cameras
and lights needs to be considered. Since different illuminations could interfere
with each other, the sets of camera and light are positioned in a row. The setup
for one camera is depicted in Figure 2.15. As the equipment has to be covered
from dripping water, the lights and cameras are mounted in housings, and so
is the computer.

8) Electrical design. The cable length is below 4.5 m and within the IEEE 1394
specification.

9) Software. For the software library, a CTMV software package was pro-
grammed using Microsoft Visual C#. For image acquisition the API of
National Instruments Imaq for IEEE 1394 was chosen.
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Backlight

Tube

Lens Camera

Figure 2.15 Lateral view of one set of camera and light.

Figure 2.16 Frames, as
captured by one camera.

1 2 3 4

For image acquisition, the cameras have to be triggered to capture the frames
with a defined overlap of 2 mm. Figure 2.16 displays four subsequent frames as
imaged by one camera.

For triggering, a rotary encoder is used, which indicates the tube movement
(Figure 2.17). The encoder signals are connected to a specially designed input of
the frame grabber. Using an FPGA counter, the trigger signal is created by a card
and set to the camera. The application software on the host computer does not
handle the triggering; it is done by the FPGA. This saves computation time and
guarantees high reliability of the triggering process.

Since the tubes are curved, a homogeneous light uniformity in the image is
not present. Figure 2.18 displays an image of a tube. To achieve uniformity for
the latter inspection, a shading is used. The teach-in is done at the start of the
inspection; the reference is a mean computation of several images.

The feature localization and segmentation is done by thresholding. Since shad-
ing is used, an adaption of the threshold for different tubes is not mandatory.

Figure 2.17 Generating
trigger signals using a rotary
encoder.

1 2 3 4
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Figure 2.18 Tube, as imaged by the
system.

(a) (b)

Figure 2.19 (a) Defect as imaged. (b) Defect as thresholded by the system.

Figure 2.19a,b displays a defect in the original image and as segmented by thresh-
olding.

After segmentation, feature interpretation is done by blob analysis. Every
blob is measured in height, width, and area. Furthermore, it is classified into
the defect classes, such as particles and drops. For measurement, it has to be

Frame 1 Frame 2
Figure 2.20 Merging defects, which
are partly visible in two frames.
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checked whether the defect is visible in more than one frame and, therefore, has
to be merged due to a correct measurement. Figure 2.20 displays the situation.

After measurement and classification, the defect is added to the appropriate
defect class. If the number of tolerated defects exceeds the defined tolerance, an
error signal is set.

Furthermore, an entry in the defect logging database including width, height,
and an image of the defect is performed.
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Lighting in Machine Vision
Irmgard Jahr

Vision & Control GmbH, Mittelbergstraße 16, D-98527 Suhl, Germany

3.1 Introduction

3.1.1 Prologue

One simple part and a hand full of lighting techniques (e.g., Figures 3.1 and 3.2).
And everyone looks different. However, there still remain many questions, some
of which are

• What do you prefer to see?
• What shall the vision system see?
• What do you need to see? What does the vision system need to see?
• How do you emphasize this? How does the vision system emphasize this?
• Where are the limits?
• Does it work stable in practice?
• What are the components used?
• What light sources are in use?
• What are their advantages and disadvantages?

Questions over questions. But on the first view everything seemed to be very
simple: it is all only made by light, basically caused by the presence of light. But
many people do not know how to do that. For them light is a closed book.

The reader’s mission is to learn, how to illuminate, that some features appear
dark and others bright. But everything as desired (see Figure 3.3)!

The aim of this chapter is to teach the reader to recognize, for example, why the
background is dark, why the lettering is dark or how can I avoid from hot spots.
They shall understand how light works.

3.1.2 The Involvement of Lighting in the ComplexMachine Vision Solution

In the beginning there was light.
Not only from a historical view, but also from the view of Machine Vision Peo-

ple, this is one of the most important proverbs. Let us consider this: photography
means writing with light. And one can consider Machine Vision as an (extended)
contemporary further development of photography. So, the light is the base of

Handbook of Machine and Computer Vision: The Guide for Developers and Users,
Second Edition. Edited by Alexander Hornberg.
© 2017 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2017 by Wiley-VCH Verlag GmbH & Co. KGaA.
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(a) (b)

(c) (d)

(f)(e)

Figure 3.1 Different lighting techniques applied on a glass plate with a chamfer: (a) diffuse
incident bright field lighting, (b) telecentric incident bright field lighting, (c) directed incident
dark field lighting, (d) diffuse transmitted bright field lighting, (e) telecentric transmitted
bright field, lighting, (f ) directed transmitted dark field lighting.

Figure 3.2 Glass plate with a chamfer in the familiar view of the human eye.
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(c) (d)

(f)(e)

(a) (b)

Figure 3.3 Different parts under different lighting conditions. (a) Metal bolt with diffuse
backlight, (b) metal bolt with telecentric backlight, (c) blue potentiometer under blue light, (d)
blue potentiometer under yellow light, (e) cap with diffuse lighting, (f ) cap with directed
lighting.

Machine Vision. It does not only mean writing with light, but also working with
light as their information carrier.

You may ask: why the light? A vision system consists of much more parts than a
lamp! True, but all information that is processed comes from the light. The light
information is the origin. The lighting is as important as the optics, because it car-
ries the primary information. To do image processing mathematically, the bright-
ness values of the object and the background have to differ. Contrast, brightness
and darkness, shadows, textures, reflexes, and streaks are necessary. And all this
is done by light. That is why the experts know that two-third of a robust Machine
Vision solution is lighting.

Let me express in this way: garbage in – garbage out. Where none takes care
of the lighting design, none should be surprised about worse results delivered by
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Lighting

Object/process/material flow

Optics

Machine vision
equipment

User
interface

Parameters/
transfer of results

Overall system:
Master, Host, SPC, and so on

Handling

Figure 3.4 Basic structure of a Machine Vision solution and main parts of a vision system.

the vision system. No brightness and contrast – no algorithm will find the edges.
What are a few hours to plan the lighting solution and a few hundreds of dollars
for a professional lighting against a few man-weeks of software engineering to
save the consequences of bad lighting. And after that there still remains a lot of
unsteadiness.

To systematically search for a matching lighting saves real money, time, and
nerves!

Knowing the main parts of a vision system, one fact is obvious: Machine Vision
is a complex teamwork of totally different technical disciplines that are involved
(see Figure 3.4). And depending on the discipline you are qualified in the sight can
be a totally different one. If you are right in the middle, the view for the entirety
can be lost. The same applies to Machine Vision. It is a synthesis technology, con-
sisting of

• lighting
• optics
• hardware (electronics/photonics)
• software engineering.

These are the core disciplines. But Machine Vision is always embedded in

• automation
• mechanical engineering
• connected with the information technology
• electrical engineering.

In this delicate mixture the lighting is the key. However, on the other hand, to
find one lighting solution we cannot divide the lighting from the rest of the vision
system. All parts are in interaction (see Figure 3.5). If you change something in
the lighting design, other parameters of the vision system also change. There are
many feedbacks. The lighting determines other parts of the vision system (optics,
sensor, hardware, software).
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Figure 3.5 Some interactions of the components of a Machine Vision system (selection, not
complete).

The intention of this chapter is to give you an approach to solve lighting prob-
lems. It was made with the view to the practical everyday life in the factory floor
of Machine Vision.

3.2 Demands on Machine Vision lighting

A Machine Vision lighting for industrial applications is not only a lamp but also
more than only a cluster of LEDs. Against the expectations of an uninitiated user
there are a few important aspects to pay attention to (see Figure 3.6) [24].

State-of-the-art Machine Vision illumination components for industrial use are
complex technical systems consisting of

• light sources
• mechanical adjustment elements
• light guiding optical elements
• stabilizing, controlling, and interface electronics
• if necessary, software (firmware)
• stable and mountable housing
• robust cabling.

All these features are necessary to form a device that resists the adverse envi-
ronmental conditions of the industrial floor.

The demands of industrial lighting components are manifold. Partly
they are opposing and challenge the developers. Not all criteria are always
necessary:
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(c)

(d) (e)

(a)

(b)

(f)

Figure 3.6 Examples for the variance of Machine Vision lighting. (a) Illumination of the
calibration process for medical thermometers. Demands: robustness, brightness,
homogeneity, and protection against vibrations and splashes of water. (b) Illumination of
mechanical parts, running on a dirty and dark conveyor belt. Demands: robustness, tough
mounting points, brightness, protection against dust, protection against voltage peaks.
(c) Precise illumination for measurement of milled parts. Demands: obvious mounting areas
for adjustment, brightness, homogeneity. (d) Lighting stack of a free adaptable combination
of red and IR light in an automat for circuit board inspection. Demands: brightness control of
different parts of the illuminations using standard interfaces, brightness, shock and vibration
protection. (e) Lighting plates for inspection in the food industry. Demands: homogeneity,
wide range voltage input, defined temperature management. (f ) Telecentric lighting and
optics’ components for highly precise measurements of optically unfavorable (shiny) parts.
Demands: stable assembly with option to adjust, homogeneity, stabilization, possibility to
flash. (www.vision-control.com.)

Demands of optical features:
• wavelength (light color):

– defined and constant distribution, especially for color image processing
– no (low) aging
– no (low) drift caused by temperature
– no differences from device to device

• brightness:
– defined and constant
– no (low) aging
– no (low) drift caused by temperature
– no differences from device to device

• homogenous or defined, known and repeatable brightness profile
• only one component for static, pulsed and flash light
• possibility of flashing independent of the illumination wavelength

www.vision-control.com
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• bright and powerful, but not dangerous (lasers and in some cases LEDs can
also cause damages to the human eye retina).

Demands of electrical features:

• operation with no dangerous low voltage
• wide range voltage input with stabilization for typical industrial voltages

between 10 and 30 V DC
• protection against wrong connection
• different controlling/operation modes (static, pulsed, flash, programmable)
• process interfacing: standard interfaces such as PLC inputs/outputs, data inter-

faces with USB or Ethernet (if necessary).
• simple storage and adjustment of operating parameters (see Figure 3.7)
• all controlling circuitry included in the housing
• temperature management to avoid overheating
• flexible and tough cables for operation in robotics with a high resistance against

bending stress.

Demands of mechanical features:

• mechanically robust, packed in black anodized aluminum housing or industrial
polyamide

• diverse and solid mounting points for a firm fixing and adjustment (see
Figure 3.8)

• protection of all elements against vibrations and strong acceleration (lighting
in robotics can be stressed up to 10 g or >100 m s−2)!

• dust and splash water protection.

Above all stands, the demand for an easy and fast installation without additional
components, such as mechanical adaptors or holders, electrical convertors, or
boxes. Further, the compliance with national and international standards such as
CE, IP, radiation protection degree, and so forth is needed [25].

Figure 3.7 Elements to adjust lighting
characteristics (brightness and flash
duration) on a telecentric backlight
directly on the lighting component. All
electronics are included. (www.vision-
control.com.)

www.vision-control.com
www.vision-control.com
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Figure 3.8 Robust mounting threads
for a tough fixing and adjustment.
(www.vision-control.com.)

Industrial users usually accept a 10 000 h (longer than a year) minimum life and
operation time of the light sources. Only this is the base for short downtimes
and low maintenance. This fact often limits the choice of a matching lighting
component.

It is expected from the users that standard components are in use. This is meant
not only for the light source but also for the complete lighting. These compo-
nents should be – if sometimes necessary – replaced very fast. A supplier with
an ISO9001:2000 certificate and a wide distributor network can guarantee a fast
spare part delivery even after many years.

3.3 Light used in Machine Vision

3.3.1 What is Light? Axioms of Light

Light as the information carrier of all visual information and Machine Vision is
based on electromagnetic waves. Light means a limited sector of the electromag-
netic spectrum. The range of light waves extends from wavelengths of 15 nm to
1 mm (see Table 3.1). It can be divided into three general ranges:

UV (ultraviolet light): From 15 nm to 380 nm

VIS (visible light): From 380 nm to 780 nm

IR (infrared light): From 780 nm to 1 mm

At the lower limit it is related to the X-rays and at the upper limit it is related to
the microwaves. Most Machine Vision applications use the range of VIS and the
near IR. Some applications extend the use of light to the near UV. But this needs
special image sensors.

The range of visible light that is accessible to man contains the whole spectra
of colors from blue to red. A more or less mixture of all colors (with changing
quantities) appears as white to the human eye.

It is a philosophical question what light is – waves or particles? Using the prop-
erty of waves it can be handled with the theory of electrical engineering. The
physical optics accomplishes it. This allows us to explain the effects of diffraction,
polarization, and interference.

www.vision-control.com
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Table 3.1 The spectrum of light according to DIN 5031 [28].

Range Wavelength 𝝀 (nm) Frequency f (Hz)

UV UV-C VUV/vacuum UV 100–200 3 × 1015

FUV/far UV 200–280
UV-B Middle UV 280–315
UV-A Near UV 315–380 7.9 × 1014

VIS Violet 380–424 7.9 × 1014

Blue 424–486
Blue green 486–517
Green 517–527
Yellow green 527–575
Yellow 575–585
Orange 585–647
Red 647–780 3.85 × 1014

IR IR-A NIR/near IR 780–1400
IR-B 1400–3000
IR-C MIR/middle IR 3000–50 000

FIR/far IR 50 000–1 000 000 3.0 × 1011

Using the property of particles, the photons act as carriers of energy. To illus-
trate the energy of photons, it is mentioned that a laser of 1 mW power emits
approximately 1016 photons s−1.

The direction of propagation of the photons (this is the direction of the normals
of the wave fronts too) is symbolized by the light rays that use the geometrical
optics. Single light rays practically do not occur. That is why usually it is spoken
of as light ray bundles. The ray model is a clear and simple one for the explanation
of lighting in Machine Vision.

Light is always in the form of both wave and particle. This is expressed as the
so-called wave–particle dualism. Depending on the effect that is to be Explained,
the property of wave or particle can be used.

To explain the effects of lighting and optics, some axioms (established hypoth-
esises) for the light are made:

• light is an electromagnetic wave (with an electric and a magnetic component)
• light propagates in straight lines in homogenous and isotrope media
• there is no interaction between light of different light sources
• refraction and reflection occur at boundaries
• the velocity of propagation is dependent on the crossed medium
• the propagation velocity of light is c = 𝜆 ⋅ f with 𝜆 being the wavelength and f

the frequency of light.

The velocity of light propagation depends on the medium, where the light
passes through. The absolute speed of 299 792 km s−1 reaches the light only in
the vacuum. In all other medium light propagates more slowly. This should



72 3 Lighting in Machine Vision

n n′

c′

αr

αi

c

Figure 3.9 Refraction:
refractive indices, angles, and
velocities.

be considered when other materials are inserted in the optical path. Changed
distances are the consequence. The propagation velocity is connected with the
refraction law of the optics (see Figure 3.9):

n sin 𝛼i = n′ sin 𝛼r

and
sin 𝛼i

sin 𝛼r
=

c0

c′

where

n, n′ is the refraction index of the medium,
n0 is the refraction index in the vacuum = 1,
c, c′ is the velocity of light in the medium,
c0 is the velocity of light in the vacuum,
𝛼i is the entrance angle,
𝛼r is the exit angle.

According to n = c0∕c, Table 3.2 of refraction indices and velocity speeds can
be made.

Table 3.2 Typical refraction indices of
optical materials and accompanying light
propagation velocity.

Refraction index n Velocity c (km s−1)

1.0 299 792
1.3 230 609
1.5 199 861
1.7 176 348
1.9 157 785
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3.3.2 Light and Light Perception

For simplification, the following viewings disregard that the imaging objective
influences the spectral composition of the passing light to the image sensor. Each
objective has its specific spectral transmission that changes the composition of
light (see Chapter 4).

Starting from the spectral perception of light, solid state image sensor materials
of Machine Vision cameras and the human eye have different perceptions of light.
The spectral response of the human eye covers the range of light between 380 and
780 nm and is described by the so-called V (𝜆) curve (for daylight perception).
This curve is the base for the calculation of all photometric units such as luminous
intensity, luminous flux, and so forth (see Section 3.5).

The light perception of Machine Vision cameras differs from that of the human
eye. In most cases, Machine Vision uses light with wavelengths between 380 and
1100 nm (from blue light to near infrared). This is caused by the reception and
spectral response of the imagers. The precise dependence is caused by the dona-
tion of the solid state material of the imager. The data sheet of the image sensor
used in the camera informs about this.

A solid state imager with a sensitivity as shown in Figure 3.10 can only out-
put a weighted brightness information per pixel. One single pixel is not able to
determine colors.

To interpret and determine colors, it is necessary to combine the information
of three (or four) pixels with different color perceptions. Red, green, and blue
(RGB) or the complementary colors cyan yellow and magenta are typical triples
to determine the color values.
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Figure 3.10 Spectral response of the human eye, typical monochrome CCD image sensor
(Sony ICX204AL), typical monochrome CMOS image sensor (camera AVT Marlin F131B). For
demonstration, the spectral emission of the sun is also presented.
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Figure 3.11 Spectral response of the three color channels (caused by the mosaic filter) of a
typical one-chip-color CCD image sensor (camera AVT Marlin F033C).

In practice, this is realized with micro-optical mosaic filters for single chip color
cameras (see Figure 3.11). These color filters cover the single pixels inside the
image sensor with a special pattern (e.g., the Bayer pattern) and make them spec-
trally sensitive (one-chip-color camera).

Another construction uses three separate sensors. Each sensor is made sensi-
tive for only one color (RGB). The information of all three sensors is correlated
and delivers the color information (3-CCD-cameras).

The brightness perception of the sensor is one side. The other side is the spectral
supply that the light sources emit. Figure 3.12 shows typical spectral supply of
different LEDs.

The interaction between lighting and receiver means that only a useful coor-
dination of the light source and the sensor gives the base for a contrastful image
with a large gray level difference. This makes sure that the following components
in the signal chain of the vision system can operate optimally and work reliably
in the machine.

The following example shows the brightness perception of a CCD imager
combined with different typical colored LED light sources (see Figure 3.12).
The approximation of a Gaussian spectral light distribution is only valid for
single-colored LEDs. For white LEDs there is no simple approximation.

The power of light sources is usually given in data sheets by their luminous
intensity/radiant intensity. In simplification, it represents the area below the rel-
evant curve, multiplied with a constant, that represents the power of the light
source without considering the sensitivity of the sensor. It is pointed out that the
brightness reception of the sensor and the human eye is different (see Figure 3.10).
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Figure 3.12 Normalized light emission of different colored LEDs.

The result of the evaluation of the brightness by the CCD imager (sensitivity see
Figure 3.10) is obtained by some calculations and conversions in [1] and appears
as in Table 3.3.

It is realized that a difference occurs between the catalog values of luminous
intensity (made for the human eye)/radiant intensity and the evaluated radiation
by the sensor.

The red LED produces the largest gray value on a CCD sensor, although the
luminous intensity (for the human eye) is not the greatest.

On the other hand, the white LED with the largest luminous intensity of 5100
mcd produces only a medium gray value. This is caused by the difference of the
value of luminous intensity with the evaluation of the V (𝜆) curve of the human
eye and the perception by a CCD sensor.

Even the infrared LED with its low sensor relevant radiant intensity produces
a considerable gray value due to its wide half-width wavelength.

Table 3.3 Brightness perception of typical colored 5 mm LEDs.

Values from catalog

LED color Luminous radiant Peak wave length Half width Calculated sensor Measured

intensity 𝝀p (nm) wavelength relevant ICCD gray

(values from (see Figure 3.12) radiant (mW sr−1) values

data sheet) intensity from the

𝚫𝝀1∕2 (nm) CCD sensor

Blue I
𝑣
= 760 mcd 470 30 10.2 232

Green I
𝑣
= 2400 mcd 525 40 4.77 129

Red I
𝑣
= 2700 mcd 660 20 33.5 378

White I
𝑣
= 5100 mcd x = 0.31, y = 0.32 13.8 246

IR Ie = 25 mW sr−1 880 80 3.3 120

Transformation of the catalog data into sensor relevant values.
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These considerations must be made for each sensor – LED combination for
finding a new effective way to illuminate most brightness. However, still a few
more interactions of light and test object influence the choice of lighting compo-
nent.

3.3.3 Light Sources for Machine Vision

The basic element of lighting components are the light sources. The built-in light
source influences very much the whole lighting setup.

A practical classification of light sources can be made based on the kind of
conversion of light. Only these kinds of light sources that are typical for use in
Machine Vision are mentioned in this publication.

a) Temperature radiators
The incandescent emission of these radiators (lamps) produces a mixture of
wavelengths and continuous spectrum. The efficiency for a solid state imager
is low, because only a part of the emitted spectrum is used. Temperature radia-
tors need a high operation temperature, the higher they are the more effective
(T4) and whiter they radiate. The radiation maximum shifts to shorter wave-
length if it is hot (Wien’s shifting law). These radiators provide a simple mode
of operation.

b) Luminescence radiators
These are LEDs, lasers. They emit light in a selective and limited spectral band.
The efficiency is high (with a adapted receiver) due to the selective emission.
At low temperatures, these light sources work most efficiently. Some of them
have complex modes of operation.

Concerning the converted light power all light sources are comparable by their
efficiency, their light output. The theoretical maximum is 683 lumen per Watt
from monochromatic green light (555 nm). For white light, the theoretical max-
imum is 225 lm W−1. The efficiency of real light sources is shown in Table 3.4.

Within the next few years, it is targeted to increase the luminous efficiency of
colored LEDs to 300 lm W−1. Thus, the LED will be the most efficient light source
known.

Table 3.4 Real light sources and their luminous efficiency
(as of the 2003) [2].

Lamp type Luminous efficiency (lm W−1)

Na-vapor lamp To 200
Metal halide lamps To 100
Xenon lamps To 60
Fluorescent lamps 40–100
Halogen lamps To 35
Incandescent lamps 10–20
Colored LED To 55 (red-range)
White LED To 25
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3.3.3.1 Incandescent Lamps/Halogen Lamps
These lamps in their classical form use tungsten filament for the incandescent
emission. The wide band emission of radiation (from UV to IR, see Figure 3.13)
causes that only about 7% of the energy are converted into visible light. The con-
sequence is bad efficiency.

To achieve a high luminous flux, the filament must be as hot as possible, that
is, must be driven with a higher voltage than recommendable. But heat is a con-
traproductive factor for the lifetime of an incandescent lamp. So, they always
work in the compromise between intensity and lifetime. The dependences of a
typical halogen lamp [4] are as follows:

lifetime : t = t0(U∕U0)−1.2

luminous flux : Φ = Φ0(U∕U0)3.2

color temperature : T = T0(U∕U0)0.37

with
t0 being the rated lifetime,
L0 the rated luminous flux,
T0 the rated color temperature,
U0 the rated voltage,
U the operating voltage.
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Figure 3.13 Wavelength composition of emitted light in dependence of the temperature of
the radiator (radiance over wavelength) [3].
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The exponential dependence of the luminous flux makes clear that halogen
light sources can only be driven with a stabilized power supply. Unstabilized volt-
age sources pass through an increased change of the luminous flux.

Halogen lamps have filled the lamp bulb with halogen gas. This takes care of
a limited darkening process along the lifetime and also doubles the luminance.
The tungsten vapor during the emission again settles at the filament and not at
the glass bulb. But the halogen cycle works only between 70% and 105% of the
rated voltage. Halogen lamps are usually built in cold light sources. To improve
the light output, these lamps are equipped with a cold mirror on the backside to
reflect the visible light to the fiber bundle coupling. The IR radiation passes the
cold light mirror backward.

Advantages

• bright light sources
• continuous spectrum (VIS: white light with color temperature 3000–3400 K)
• operation with low voltage
• works in hot environment too (up to 300∘C).

Disadvantages

• typical lifetimes: 300–2000 h (very short!)
• high-power halogen lamps have much shorter lifetimes
• large fall off in brightness (drift)
• sensitivity to vibration
• delay on switching on and off makes it applicable only for statical light
• operating voltage fluctuations are directly passed through to brightness

changes – need of a powerful stabilization
• in some cases, protection measures are necessary – depending on the glass

bulb (quartz glass or hard glass) UV light is emitted (with quartz glass)
• large and heavy when built in a tough casing
• needs additional fiber optics to form the light (∼40% loss of light output (incou-

pling, transfer of light))
• produces much heat.

Considerations for Machine Vision

• useful for color applications, good color rendering
• does not meet industrial demands for a lighting

3.3.3.2 Metal Vapor Lamps
These kinds of gas discharging lamps work very efficiently with a high yield of
light. The metal vapor inside is used to produce a vapor pressure that is necessary
for the gas discharge.

The application in Machine Vision is also rare because of the large amount of
heat that is to lead away. Metal vapor lamps are usually built in cold light sources.

Advantages

• very bright
• cold light (high color temperature).
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Figure 3.14 Spectral emission of a metal vapor lamp.

Disadvantages

• lifetime limited, approximately 10 000 h
• brightness adaptation only optically feasible
• working with high voltage up to 30 kV – protective measures are necessary
• lamp bulbs are under high pressure
• UV quantity in the spectra
• single spectral bands used (see Figure 3.14) can cause problems for color ren-

dering
• very expensive
• limited temperature range (typically 10–40 ∘C)
• produces heat
• warm running necessary.

Considerations for Machine Vision

• seldom used
• restricted suitability for industrial applications.

3.3.3.3 Xenon Lamps
These discharging lamps are available in both, for continuous and flash operation.
Xenon flash lamp generators are preferred for Machine Vision. They are usually
for the illumination of fast running processes because of their high intensity. To
freeze motion they are able to produce very short flashes with up to 250 000 cd
intensity that can still be seen in a 20 km distance.

The wavelength spectrum covers a range from below 150 nm to greater than
6 μm (see Figure 3.15). Xenon flash lamps provide an almost continuous spectrum
of wave lengths in the visible region. This leads to a balanced white light that
makes additional color balancing filters generally not necessary.
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Figure 3.15 Typical spectral emission of a xenon flash lamp. The wide spectral distribution
brings good color balance.

In contrast to a tungsten halogen lamp that produces a temporal continuous
energy, the energy of the xenon lamp can be concentrated in high power flashes.
The differences are considerable. In contrast to a 150 W tungsten halogen lamp
with 1.2 × 10−2 lm luminous flux produces a 43 W xenon flash light 4 lumens
luminous flux [5].

Xenon flash lamps use sensible glass tubes that need housing and further an
expensive control circuitry that is built in unwieldy boxes. Some little application
uses the direct light from the flash tube; usually the emitted light is coupled into
fiber optics to form the light.

Advantages

• extremely bright
• high color temperature (5500–12 000 K), very white, best color rendering
• flashable with flash duration of 1–20 μs (short arc models), 30 μs to several mil-

liseconds (long arc models)
• high flash rate with up to 200 (1000 with decreasing flash energy) flashes per

second
• lifetime of up to 108 flashes.

Disadvantages

• protection measures needed, because of the use of high voltage
• EMC problems caused by strong electrical pulses to control the light source
• expensive, costly electronics
• bulky, needs a light generator box
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• unflexible shape (flash bulb with a reflector) or requirement of additional fiber
optics (∼40% loss of light caused by incoupling and transfer of light)

• flash to flash variation of intensity (<10%)
• aging: intensity after a few million flashes can be down to 50%.

Considerations for Machine Vision

• useful for color image processing where much light is needed
• useful for fast running processes
• reservations for industrial use because of operation conditions.

3.3.3.4 Fluorescent Lamps
Fluorescent lamps are discharging lamps that are known from lighting of rooms.
Their efficiency is better than that of incandescent lamps. A different distribu-
tion of spectra can be chosen due to different coatings of the lamp tubes inside.
Customary catalog of fluorescent lamp suppliers inform about the widespread
possibilities. These coatings ensure that the UV radiation that is produced by the
evaporated mercury inside the tube converts into visible light (see Figure 3.16).

Fluorescent lamps are driven with alternating current (AC). The change of the
current direction is converted into a flickering of light with the double frequency
of the supplying voltage, because the luminants inside the tubes continue to glow
for a maximal time of 1/1000 s. To avoid brightness interferences between fluo-
rescent light and image acquisition frequency, it is necessary to use HF-ballasts
(22 kHz or more are advisable). Without this measure, variations of brightness
from image to image up to total darkness can occur for the worst case.

Fluorescent lamps are popular for low-cost solutions and for achieving a
homogenous lighting from a distance.
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Figure 3.16 Typical spectral emission of an HF driven fluorescent ring light.
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Advantages

• cheap
• different color temperatures for selection (3000–6000 K)
• able to illuminate large areas.

Disadvantages

• inflexible, limited fixed shapes of the light source (line, ring)
• reduced working lifetime 5000–12 000 h, small ring lights only 2500 h
• HF-ballast necessary (possible EMC problems)
• single spectral bands
• large temperature drift
• only applicable for static light, no flash
• rapid aging (after 12 000 h approximately 50% of the brightness from begin-

ning)
• warm running necessary.

Considerations for Machine Vision

• use for illumination of large areas
• low-cost solutions (with all the disadvantages)
• use of electronic HF-ballast is necessary.

3.3.3.5 LEDs (Light Emitting Diodes)
The progress in materials and electronics technology pushes the triumphant
advances of the LED technology. One can say that nowadays LED lighting is
the standard lighting of Machine Vision. This development was driven by the
demands of the automotive industry for tough, cheap, reliable, and powerful
light sources.

LEDs are small and very robust light sources and emit cold light with a nar-
row half-width of wavelength of approximately 30 nm (see Figure 3.12), which
means almost monochromatic light. They are powerful with an efficiency of opti-
cal power of up to 55 lm W−1, tendency strongly increasing.

The lifetime for LEDs differs strongly depending on the color, measurement
conditions, environmental conditions, design, manufacturer, and so forth. For
monochromatic LEDs it is supposed that they achieve average lifetimes under
optimal conditions between 100 000 and 200 000 h, while white LEDs achieve
partially much less. These data of single LEDs do not have to do with the lifetime
of an industrial lighting component [6] (see Section 3.5.3.1).

The color of the emitted light depends on the substrate of the p–n transition
inside the LED. Many colors are possible (see Table 3.5 ).

Since a few years, direct white LEDs are available. They compete more and more
with traditional white light sources. What was possible before only with a triple of
closely mounted red, green, and blue LEDs (Multiled) is now possible in one chip.
From their nature are white LEDs blue light emitting LEDs covered with a yellow
illuminant. The yellow pigments that are embedded in a transparent synthetic
resin result in emitted white light. Depending on the stability of the production
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Table 3.5 Some solid state materials and their
emitted center wavelength in LEDs.

Color 𝝀c (nm) Material

White x = 0.32, y = 0.31 InGaN
Blue 470 InGaN
Blue-green 505 InGaN
Green 528 InGaN
Green 570 GaAlP
Yellow 587 InGaAlP
Amber 615 InGaAlP
Orange 606 InGaAlP
Red 633 InGaAlP
Hyper-red 645 GaAlAs
Red 645 GaAlP
IR 950 GaAlAs

y = 0.42

y = 0.33

x = 0.38

x = 0.33

x = 0.31
Green Turquoise Amber

Orange

Pale yellow

Yellow

Pink

Light blue

Violet

Blue

y = 0.28

Figure 3.17 Distribution and span of hues of white LEDs. Use for color classification and
sorting of white LEDs [7]. x and y are color coordinates.

of the yellow pigments different hues are achievable or disturb application that
need stable color conditions (see Figure 3.17).

LEDs can operate with up to a 10-fold current overload if they are pulsed for
a short time. The result can be up to 10-fold higher intensity of light emission
(infrared). White LEDs can achieve an up to six times higher intensity in this
operation mode (see Figure 3.18). The real increase of light emission depends on
the used substrate (color) of the LED.
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Figure 3.18 Example for a current–luminous intensity relationship of a white LED. (Data sheet
LW541C OSRAM semiconductors.)

Note for this operation that the allowed pulse-duty factor to avoid the thermal
destruction of the LED has to be kept. For the operation of LEDs in the pulse
mode no aging is noted even after a few 10 millions of flashes! [23]

The different sizes and small designs (5 mm, 3 mm, SMD types, LED on
Chip, etc.) inspire developers of Machine Vision lighting to various lighting
components.

Advantages
• particularly suitable for industry
• lifetime >20 000 to >100 000 h. Strongly depending on operation conditions.
• vibration insensitive/shock resistant, survive higher G-forces
• nearly monochromatic or white light
• small temperature drift (time, temperature) of brightness
• ideal electrical controllability
• fast reaction down to <1 μs
• flash light is possible in all colors and IR
• free design of lighting shapes, all lighting techniques are possible
• lighting with mixed colors possible
• low power consumption and low emergence of heat
• no maintenance necessary
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• low voltage means low danger
• low space necessary.

Disadvantages

• aging of white LEDs changes color coordinates (hue and color temperature)
• white LEDs not homogenous to manufacture (sorting LEDs required regarding

center wavelength, optical power, color coordinates)
• not yet as bright as halogen lamps (state 2004)
• maximum operation temperature of 60 ∘C, otherwise strongly increased aging.

Considerations for Machine Vision

• equipped with those features LEDs are ideal light sources for Machine Vision
• the progress in LED technology will also inspire Machine Vision.

3.3.3.6 Lasers
Laser light sources are relatively seldom used in Machine Vision. If so, only lasers
based on laser diode modules are applied, no solid state or gas lasers. Character-
izing facts are

• highly concentrated energy
• emission of coherent light
• emission of real monochromatic light
• point-shaped origin of light.

The highly concentrated energy makes it possible to work with an optical power
of only a few milliwatts to achieve considerable brightness on the camera sen-
sor. On the other hand, the concentrated energy is an obstacle for the use. Many
safety measures are taken to protect the human eye and body from the danger of
concentrated radiation.

Laser light sources are classified into laser protection classes (see [8]). These
classes describe the protection measures in dependence from the power and
wavelength used. This explains the aversion of many companies to forbid the use
of lasers in any kind in their production lines.

The emission of coherent light is an optical phenomenon based on the emission
of light waves of only one wavelength (monochromatic) in phase. The superposi-
tion of many of these waves leads to the appearance of interference and with that
to the characteristic speckle patterns. The speckle patterns appear as local and
temporal unregular and changing patterns of brighter and darker points. This
appears even with a defocused imaging optics or with a beam shaping optics in
front of the laser light source (see Figure 3.19). The speckle patterns prevent the
correct function of most image processing algorithms.

To avoid this, one can destroy the coherence of the laser using a fiber coupling
into a multimode fiber. This is expensive and needs high precision for manufac-
turing.

Using a beam shaping optics, laser lighting can produce the best possible par-
allel light (beam expanders). Using diffractive gratings manifold light structures
for projection can be produced (see Section 3.7.4.4).



86 3 Lighting in Machine Vision

(a) (b)

Figure 3.19 Illumination of a structured surface with a laser line: (a) with focused imaging
objective, (b) with unfocused imaging objective. Clearly perceptible in both cases is the
pepper–salt pattern of the light line caused by speckles.

Electrically seen are laser diodes easy to handle but they need a specialized
drive. They can be driven in cw (continuous wave) mode or can be modulated
up to a few megahertz. They are very sensitive against electrostatic discharging
and optical overload. That is why they need an integrated monitor (photo)diode
to control the optical output.

Advantages

• special and different light shapes achievable
• emission of almost perfect parallel light possible
• highly intense.

Disadvantages

• protection measure needed
• nonhomogenous illumination because of speckles
• used only for special procedure in Machine Vision.

Considerations for Machine Vision

• reservation because of danger for man
• useful for some application in 3D.

3.3.4 The Light Sources in Comparison

The mesh diagram (see Figure 3.20) shows the suitability of different light sources
for Machine Vision. A larger area typifies a better matching.

3.3.5 Considerations for Light Sources: Lifetime, Aging, Drift

3.3.5.1 Lifetime
The industrial use of light sources implies that they work when built in a complete
lighting device. Thus, the lifetime does not only mean the lifetime of the light
source but also the lifetime of all cooperating electronic and thermal effective
components under harsh industrial conditions. And this is usually much less than
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Figure 3.20 (a)–(f ) How much of the requirements a lighting has to meet to be used in
Machine Vision? Assessments are made from 1=bad to 5= very good.

only the lifetime of the light source that is measured under optimal conditions.
That is why diverge the lifetime data from only the light source and from the
complete lighting component.

If we keep in mind that all data of lifetime are statistical values (MTBF –
mean time between failure), we feel that the nominal values provide a
rather vague information of how long an illumination device will work (see
Table 3.6).

To talk about lifetime of lighting also means to talk about the reliability and
availability of the complete vision system. Lighting as the core component and
information carrier of the vision system decides fundamentally on the function
of the whole machine. False economy for lighting components can cause high
costs:

a) preventive maintenance to replace short-lived light sources cyclically
b) unforeseen failure of the machine/system with all possible consequences.
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Table 3.6 Lifetime in hours, days, month, years.

Life time

Hours Days (approx.) Month (approx.) Years (approx.)

500 21 0.7 0.06
1 000 42 1.5 0.10
5 000 208 6.7 0.60

10 000 416 31.4 1.10
20 000 833 26.9 2.20
50 000 2 083 67.2 5.60

100 000 4 166 134.4 11.2

Both include

• costs for replaced components
• costs for downtime of the machine (system)
• labor costs for maintenance
• delay time costs to maintenance, delay time costs to delivery of the replacement

part (for b).

This should also be considered while selecting a lighting component.

3.3.5.2 Aging and Drift
The light emission of light sources is based on chemical compounds that have
characteristic aging behavior in their substantial structure. This temporal influ-
ences on the emission of light is called aging. Depending on the kind of light
source this aging can be totally different. It is important to know this behavior to
limit or to compensate it.

Almost all image processing algorithms are based on brightness and contrast
in the image with relatively constant values. Aging light sources are changing the
brightness and contrast. The allowed value of this change depends on the used
algorithms. Some algorithms are very sensitive, while others are more tolerant.
Measurements, tests, or calculations by the software engineers can give informa-
tion about these dependences related to the software.

Measurement application with Machine Vision, in particular, needs stable
lighting for stable images. This is an indispensable condition to maintain the
accuracy of detection.

Aging is usually sped up by temperature. For most light sources a long-term
operation with overtemperature will shorten the lifetime and/or the brightness.
Thermal processes or even passed time changes the chemical structure of the
radiant materials irreversibly. The consequences are lower or changed emission
of light.

For LEDs this has an effect on the maximum of brightness (monochromatic
LEDs) or on the brightness, color distribution, and color temperature (white
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Figure 3.21 Aging of different LEDs [9].

LEDs). Especially, the conversion layer of white LEDs tends to intensify aging at
higher temperatures (see Figure 3.21).

A typical temporal course of aging of an LED related to the luminous intensity
is given by

I(t) = I0 exp (−t∕ts)

with

I0 being the luminous intensity at the beginning of the operation,
t the operation time, and
ts the aging constant [7]

(144 270 h for 50% brightness after 100 000 h operation).

To avoid this, lighting components need a temperature compensation to
bring down the temperature of the sensitive components as much as possible
(see Figure 3.22). The colder the chips the better the stability. Well-planned
constructions of lighting components bear that in mind. The electrical and
mechanical-thermal construction ensures that all temperature-sensitive ele-
ments work at critical temperatures, particularly the light sources. In some cases
airflows can help to reduce their warming.

LED light sources work most effectively if they are cold, which means below a
temperature of approximately 60 ∘C. The concrete temperature depends on the
substrate and LED type. If LEDs warm up more, it is observed that the bright-
ness decreases by 1% for each degree increase of temperature [6]. That is why
the thermal compensation of lighting is very important and is a distinguishing
feature for robust and long-lived lighting components.
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Figure 3.22 Brightness behavior of LEDs depending on environmental temperature.

A very simple possibility of avoiding overheating is to switch on the light
source only, when the camera acquires an image. Rest of time the lighting is
switched off.

Working with LED in flash operation mode means to avoid from aging too.
A flashed LED does not age over a few million flashes in compliance with a
pulse-duty factor of 1 : 10 minimum (flash duration: rest) and a maximum flash
duration of <10 μs (average value). This operation mode prolongs the lifetime of
the LED light source to the maximum.

Rule of the thumb:

A recommended setting of brightness of a light source is 50%. This opti-
mizes the lifetime and minimizes aging.

Even in short time periods the intensity of lighting changes. This drift is caused
by warming up the light source/controlling electronics. Depending on the light
source this behavior totally differs. For temperature radiators, it is known that
their power of radiation increases with increasing temperature.

Fluorescent lamps need a warm operating temperature. That is why they deliver
lower light output in a cold environment. On the other hand, they need a lead time
to warm up to achieve the rated light intensity. After further warming decreases
the intensity (see Figure 3.23).
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Figure 3.23 Time dependence of brightness of a typical fluorescent lamp PL-S11W/840/4P
[Philips].

3.4 Interaction of Test Object and Light

3.4.1 Risk Factor Test Object

Light begins to work for Machine Vision when it starts interacting with the
test object. And instantly the test object becomes the decisive but not the
predictable component. What are the problems that the test object brings
along?

Above all, there are no constant optical properties. We should consider that
the optical inspection with Machine Vision is not limited to only parts with sta-
ble optical characteristics. Parts with totally different or changing properties can
occur such as plastic molding parts of different color. For the functions of the
parts may mean nothing, but for the function of the vision system that can mean
everything.

The classical dilemma of Machine Vision is to know only a little or almost noth-
ing about the optical properties of the test object. Most of the parts are not even
specified for those properties. This means almost to work with a black box part.

A few properties of test objects that have an influence on the possibilities of
optical inspection are shown in Table 3.7.

Often, even the customer cannot foresee the changes of these properties,
because he is dependent on his contractors and usually he does not know the
technological processes behind. So, the test object remains the primary risk
factor. The risk factors can be limited by using a matching lighting.
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Table 3.7 Properties of test objects that influence the vision system inspection.

Factor group Influence factor Possible reasons for the change in properties

Optical factors Part color Changed material or material mixture
Pattern Changed tool quality
Reflection Changed material, material mixture,

manufacturing method
Scattering Changed material, material mixture,

surface finish
Transmission changed material or material mixture
Absorption Changed material or material mixture

Mechanical factors Shape of edge New and worn tools (i.e., cutting tool)
Surface geometry New and worn tools (i.e., cutting tool)
Surface imperfections New and worn tools (i.e., cutting tool),

changed contractor
Surface roughness Changed tool quality
Chatter marks Worn tool
Surface finish Changed contractor

Chemical factors Corrosion Different reflection
Oil film Protection from corrosion needed
Release agent Changed manufacturing method

3.4.1.1 What Does the Test Object doWith the Incoming Light?
Light that enters the test object is divided into three fundamental parts (see
Figure 3.24):

• the light quantity that is reflected by the test object – the reflection R
• the light quantity that passes the test object – the transmission T
• the light quantity that is absorbed by the test object – the absorption A.

In accordance with the energy conservation law, is the sum of all three parts:

R + T + A = 100%

Above all, these material specific characteristic values of the test object depend
on the wavelength and incident angle but a few more influencing factors are
known. A real test object is always an unknown mixture of reflection, absorption,
and transmission. The effect of fluorescence is not considered in this place.

3.4.1.2 Reflection/Reflectance/Scattering
The reflected light is essentially optically shaping the part in Machine Vision.
Reflection means the deviation of light at surfaces and interfaces of materials with
different refraction indices. It forms the basis for imaging in mirrors and prisms.
According to the reflection law (see Section 3.1) the light is basically reflected
from the part where the incident and reflected light rays are in the same plane.
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Figure 3.24 Quantities of the incoming light at the test object and their distribution.

(a) (b) (c)

Figure 3.25 Different qualities of surfaces and their influence on the distribution of the
reflected light. (a) Directed reflection, (b) regular diffuse reflection, (c) irregular diffuse (mixed)
reflection.

After reflection, the reflected light has changed the direction of oscillation. It is
polarized (see Section 3.4.2.5).

Usually, the parts from Machine Vision are located in air that the angle of inci-
dence is equal to the angle of reflection. The geometrical macro structure of the
test object generally determines where the light is reflected (see Figure 3.25).
But the geometrical microstructure (surface quality and roughness) influences
how the light is reflected. The surface will diffuse or scatter the light and deter-
mines the light distribution after reflection. Different reflecting characteristics of
the test object occur in different gray values in the image. This fact is the main
reason for problems of malfunctioning of vision systems.

The condition for a directed reflection is a smooth surface with a peak-to-
valley-height smaller than 𝜆∕4 (The Rayleigh condition). If the peak-to-valley-
height is larger than this, the light is diffusely reflected, it is scattered. The
directional properties of a reflecting surface depend on the material and
above all from the surface treatment. A polished one will have other reflecting
properties than a milled surface, a grinded surface others than a painted.
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Depending on these different possible light distributions only a smaller amount
of light energy is reflected backward to the camera’s lens. The rest is distributed
into the whole area surrounding the reflecting surface. The reflected light energy
can be strongly reduced. Details have to be checked from part to part and from
application to application.

Information about the general degree of reflection gives the material charac-
teristic value reflectance R that expresses the relationship between reflected and
incident luminous flux:

R = Φr∕Φ0

where Φr is the reflected luminous flux and Φ0 is the incident luminous flux (see
Figure 3.8).

The reflectance depends on factors such as material, wavelength/color tem-
perature, polarization of light, angle of incidence of light, and so forth (see
Figure 3.26).

An extended view to the reflection properties gives the characteristic value
glossfactor that expresses the ratio of directed to diffuse reflection. A high gloss
factor means a large amount of direct reflection.

These values can be taken for an approximate calculation of the light reflected
toward the lens and the sensor.

From an incoming illuminance of 100 lx (from the light source) to a nickel
surface only 45–63 lx are reflected toward the camera. The efficiency of the
lighting is drastically reduced.

Transparent materials do not reflect only on the surface. They tend to reflect at
the backside too (see Figure 3.24). The consequences are backside reflections in
the form of double images or ghost images. For targeted reflection using only thin
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Figure 3.26 Dependence of the incident angle of light – reflectance for a polished aluminum
mirror surface.
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film materials can avoid this or it can be reduced with anti-reflection coatings if
possible.

That can be useful for special measurement methods with Machine Vision; for
example, the measurement of thickness of glass plates using the double images of
a laser point. With a known angle of incidence into the glass plate, the thickness
evaluating the distance between the incoming spot and the reflected one can be
measured.

Last but not least it affects the shape of the test object on the reflected light. A
sharp-edged and a rounded-edged part possess totally different reflection prop-
erties. So, the shape of the material edges essentially determines the light that
reaches the camera lens and the sensor (see Figure 3.27).

Even chemical processes (surface treatment, corrosion, corrosion protection)
influence the reflection. They change the reflectance.

Note this if getting parts from different suppliers that use different manufac-
turing and surface treatment procedures. Parts that are stored in a humid or
chemical aggressive environment can corrode. They will look principally different
to parts from the (perfect) pilot production.

Parts that are treated with anti-corrosive agents change their reflective proper-
ties too. The difference among a clean metal part, a metal part with an oil film or
a wax covered metal part is only mentioned.

Tip

Take two sample test objects as (visually) different in reflecting as possible.
Determine the difference in the reflected light of both parts using the vision
system and compare gray values. How do the parameters vary? Do they
both fulfill the needs for safe function of the software? If not, change the
lighting and/or lighting method!

Tip

Take the reflections at the test object into consideration according to the
reflection law. Think of the micro- and/or macrostructure of the part. Posi-
tion the light source(s) in such a way that the light is reflected into the
camera. Try it from different positions so long as you get the reflexes in
the desired places.

3.4.1.3 Total Reflection
A special phenomenon on reflecting parts (e.g., transparent glass and plastics) is
the total reflection. Above a marginal angle 𝛼l some materials reflect completely.

(a) (b)

Figure 3.27 Light reflection from a stamped metal part: (a) stamped with a new cutting tool
and (b) stamped with a wear out cutting tool. The light distribution changes totally due to the
different shape.
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n′n

αl

Figure 3.28 Total reflection can be found
only in the gray area. At smaller angles the
transparent material is only refracting the
light.

This occurs for example on surfaces of water, glass, and plastics and can be prof-
itable when used for the reflection of light inside prisms and fiberglass.

The condition for this is an angle of incident light being larger than the marginal
angle 𝛼l and a transition of the refraction indices from a higher to a lower value
(see Figure 3.28).

𝛼l = arcsin(n′∕n)

where n is the refraction index before reflection and n′ is the refraction index of
the adjacent medium.

Typical values of the marginal angles are

48.7∘ for a transition of water (n = 1.33) against air (n′ = 1)
41.8∘ for a transition of an average optical glass (n = 1.5) against air (n′ = 1)
62.5∘ for a transition of an average optical glass (n = 1.5) against water (n′ =

1.33).

Tip

Note the total reflection when inspecting transparent parts. Changed
viewing angle or lighting angle can abolish or let appear the total
reflection.

3.4.1.4 Transmission/Transmittance
Another part of light can pass the test object. The material specific value to char-
acterize this is the transmission (see Figures 3.24 and 3.29).

For backlight, applications mean the amount of light passing through the object
that produces brightness for the test object at the imager during transmission (see
Figure 3.30). The higher the transmission, the brighter the part occurs. Possibly
a high transmission of the part is not desirable, because it prevents a necessary
contrast between the bright background (from lighting) and dark test object.

For front light, applications mean the loss of brightness during transmission.
The incoming light is not reflected to the camera sites as desired. It is not usable
for the camera because it passes the object.
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(a) (b) (c)

Figure 3.29 Different qualities of transparent materials and their influence on the distribution
of the transmitted light, (a) directed transmission, (b) diffuse transmission, (c) irregular diffuse
(mixed) transmission.

Figure 3.30 Image of directed and diffuse transmission: round
glass block with chamfer. In the middle the light is directly
transmitted. An annulus around shows diffused and strongly
reduced transmission caused by the rough surface of the chamfer.
Lighting component: telecentric lighting.

Information about the degree of transmission gives the material characteristic
value transmittance T :

T = Φt∕Φ0

where Φt is the transmitted luminous flux and Φ0 is the incident luminous flux.
The transmittance depends above all on the illuminated material, wave-

length/color temperature, polarization of light, angle of incidence of light, and
so forth. Some average values for transmittance are shown in Table 3.8.

These values can be taken for approximately calculating the transmitted light
through the test object.

From a generated luminance in a diffuse light source of 4000 cd m−2 still
remain approximately 2000 cd m−2 after passing a part of white plastics
with 3 mm thickness.

But transmission does not only occur from the test objects but also from
inserted optical filters. Apart from the spectral influence on the light information
they reduce the transmission of light (see Section 3.6.1).

3.4.1.5 Absorption/Absorbance
The third part of light energy that influences the light distribution of the test
object is the absorption. Light is absorbed by opaque and transparent objects
too. This portion of light is changed into warmth in the test object. To foresee the
amount of absorbed light energy is difficult, because it depends on many impon-
derable and material factors that cannotbe determined easily.

To determine these factors, an approximate value can be derived from convert-
ing the starting formula

R + T + A = 100% to absorbance A = 100% − R − T
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Table 3.8 Average reflectance, transmission, absorbanceof materials for white
light (color temperature 3000 K).

Material Reflectance Absorbance Transmission

Aluminum, polished 0.6–0.72 0.28–0.4
Aluminum, polished 0.75–0.9 0.1–0.25
and anodized (nature)
Aluminum, frosted 0.55–0.6 0.4–0.45
Aluminum foil 0.8–0.87 0.13–0.2
Brass, polished 0.61–0.62 0.39–0.38
Brass, frosted 0.52–0.55 0.45–0.48
Brick 0.15–0.4
Chrome, polished 0.6–0.7 0.3–0.4
Chrome, frosted 0.4–0.45 0.55–0.6
Color paint
White 0.7–0.85 0.15–0.3
Cream 0.56–0.72 0.28–0.44
Yellow 0.48–0.52 0.48–0.52
Brown 0.27–0.41 0.59–0.73
Green 0.12–0.2 0.8–0.88
Blue 0.07–0.1 0.9–0.93
Red 0.1–0.27 0.73–0.9
Copper, polished 0.48–0.6 0.4–0.52
Cotton, white 0.3–0.4 0.23–0.4 0.25–0.4
Earth, damp Approx. 0.07
Enamel, white 0.65–0.8 0.2–0.35
Glass aluminum mirror 0.9–0.94 0.06–0.1
Glass, clear (1–4 mm thick) 0.06–0.08 0.02–0.04 0.9–0.92
Glass, frosted (2–3 mm thick) 0.07–0.2 0.05–0.17 0.63–0.88
Glass, opal (2–4 mm thick) 0.31–0.57 0.03–0.31 0.12–0.66
Grass Approx. 0.06
Granite 0.1–0.2
Marble 0.6–0.65
Nickel, polished 0.53–0.63 0.37–0.47
Nickel, frosted 0.45–0.55 0.45–0.55
Paper 0.6–0.85 0.05–0.39 0.05–0.41
Plaster 0.2–0.55
Plastics, white (2–3 mm thick) 0.2–0.4 0.1–0.2 0.4–0.6
Sandstone 0.15–0.4
Silk, white 0.25–0.38 0.01–0.06
Silver, polished 0.85–0.94 0.06–0.15
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Table 3.8 (Continued)

Material Reflectance Absorbance Transmission

Skin, untanned Approx. 0.45
Snow 0.65–0.75
Steel, polished 0.55–0.6 0.4–0.45
Tin plate 0.67–0.69 0.31–0.33
Velvet, black 0.02–0.1 0.9–0.98
Wood bright To 0.4 To 0.6
Wood dark From 0.07 From 0.93

Perpendicular incidence of light [10].

Some guide numbers for the absorbance are given in Table 3.8. Note that this part
of light is not at all usable for lighting purposes.

3.4.1.6 Diffraction
One axiom of light is the straight propagation within a homogenous medium. But
light as an electromagnetic phenomenon can look behind the test object into the
geometrical shadow area. If a light wave touches the edge of an object, the light
wave is diffracted. That means it changes the direction of propagation. Because
light always consists of bundles of light rays, interference happens. This is known
from specific diffraction patterns (see Figure 3.31).

The size of diffraction effects proportionally depends on the used illumination
wavelength. The smaller the used wavelength, the smaller the width of the diffrac-
tion patterns. This means that a reduction of the illumination wavelength from
IR (typically 880 nm) to blue light (typically 450 nm) can reduce the diffraction
effects to almost half.
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Figure 3.31 (a) Principle of diffraction with interference of waves touching a body. The
incoming wave interferes with the new created wave from the physical edge of the test object.
This results in typical diffraction patterns, (b) gray value distribution of a real edge with
notable diffraction. Image scale of 5 : 1 in combination with a telecentric backlighting of
450 nm wavelength. Pixel resolution is 1.5 μm per pixel.
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10 μm
Figure 3.32 Diffraction on dust spots and
geometrical structures (chrome on glass) at a test
chart for photolithography. The pixel resolution of
0.688 μm per pixel is on the resolution limit for
visible light. Diffraction limits the detectability.

Diffraction will be notable for Machine Vision applications with monochro-
matic light and image scales larger than 3 : 1. For smaller image scales it only
distorts the width and shape of the gray value/brightness transition of the edge.
If diffraction is notable, it is necessary to check the image processing software.
How the edge detection is done and how does the software treat the diffraction
patterns? Will the edge be found in the right place? Is the edge location reliable?
(see Figure 3.32) Maximum gradient algorithms can help there.

White light as a mixture of different wavelengths does not produce diffraction.
The mix prevents the occurrence of diffraction. The results are blurred edges in
comparison to the best possible edge in monochromatic light.

Diffraction occurs at each material edge that the light touches. These edges
can be

• the test object (distorts gray value transitions in the image)
• dust spots on the lens, sensor, … (enlarges the dust spots)
• f -stops, lens mounting (reduces the resolution of the objective).

3.4.1.7 Refraction
If the test object is transparent and a backlight application is used, refraction
can occur. Basically, it is connected to the refraction law (see Section 3.3.1). The
refraction indices are listed in the relevant optical literature.

If light passes a boundary between two transparent materials with different
refraction indices (propagation velocities), the light propagation direction is devi-
ated. What is useful for the function of all lenses can cause problems and surprises
for illumination and imaging the test object (see Figure 3.33).

Tip

If you are working with transparent test objects it can be helpful to approxi-
mately do ray tracing from the light source through the test object, through
the objective to the camera sensor. It shows the change in the propagation
of light depending on the geometry of the included test object.
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(a) (b)

Figure 3.33 Change of light propagation in transparent test objects in telecentric backlight,
(a) glass rod, (b) curved transparent plastic body. Curved transparent objects act like optical
elements and refracted light. A parallel glass plate would not influence the brightness, it
would appear homogenously bright.

3.4.2 Light Color and Part Color

3.4.2.1 Visible Light (VIS) – Monochromatic Light
Why does light occur in a special color? Because it consists of a limited range or
of a special spectrum of wavelengths.

Why does the test object occur in their specific color if it is illuminated with
white light? Because it reflects only the range of light wave of their own color and
absorbs or transmits the rest. A blue body, for example, reflects only the light
waves of blue light and absorbs the others.

Accordingly, it is most effective (brightest!) to illuminate a blue part with blue
light and a red part with red light, and so forth.

On the other hand, there are colors – those which are best possibly extinct–the
so-called complementary colors. Illuminating a part with their complementary
color it will appear dark (see Figure 3.34).

Red

Orange

Yellow

Yellowish-green

Green

Blue-green

Blue

Blue-violet

Violet

Magenta

Figure 3.34 Colors and complementary colors. On the opposite side of the circle can be read
the complementary color.
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Monochrome cameras have an enormous effect on the gray value produced
in the imaging sensor. Knowing these connections it is possible to empha-
size or suppress colors for a contrastful imaging of the test object. This is
valid if the test object has a constant color (see Figure 3.34). On the other
hand, the color perception of the imaging sensor influences the result (see
Section 3.3.1).

Color cameras will produce a mixed color between illumination light color and
part color. In this case, things get difficult to predict the resulting hue, because
this depends on many material specific factors.

In some Machine Vision applications the part color is permanently changing.
For these parts, white light is the best alternative, because it does not suppress
or emphasize any colors. In that case, it will be necessary for the settings of the
software to find those tolerant parameters that make it possible to detect parts of
all colors (see Figures 3.35 and 3.36).

The color of incident light can be mixed (additive mix) using the three basic
colors red, green, blue (RGB). In the illumination plane, a new mixed light color
is made, brighter than the initial brightnesses (see Table. 3.9).

Some new imaging objectives for extremely large fields are adapted to the use
of monochromatic light. Due to the built-in lenses and the color correction it is
necessary to use these objectives with monochromatic light to achieve best imag-
ing results. White light would decrease the imaging power of these objectives
because of chromatic aberrations.

Usually, the imaging objectives of Machine Vision work with monochromatic
and white light as well. Nevertheless, it should be considered that a change of
the illumination wavelength can also change working distances. Particularly for
large image scales (magnifications larger than 1) the illumination wavelength
notably determines the working distance. This is based on the variable refraction
index of the lenses inside the imaging objective that depends on the wavelength
(dispersion). Shorter wavelength (UV, blue) are more refracted than longer
(red, IR). This means shorter working distances for UV/blue light than for
red/IR light. The consequence is to adapt focus when changing the illumination
wavelength.

(a) (b)

Figure 3.35 Yellow-greenish connection block with orange terminals, (a) illuminated with red
light, (b) illuminated with green light.
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(a) (b)

(c) (d)

Figure 3.36 Different color perceptions caused by different illumination colors. The color bars
are red, green, blue (from left to right), (a) red illumination, (b) green illumination, (c) blue
illumination, (d) white illumination.

Table 3.9 Additive mixed illumination colors.

Intensities
Blue (%) Green (%) Red (%) Additive mix color

100 100 100 White
100 100 0 Cyan
100 0 100 Magenta
0 100 100 Yellow
100 50 50 Unsaturated blue
0 50 100 Orange
50 100 0 Blue green
100 50 0 Green blue
100 0 50 Violet
50 50 0 Dark blue green

3.4.2.2 Visible Light (VIS) – White Light
The most natural light is white light as a melange of (all) visible light wavelengths
(colors) (see Figure 3.10). Some classical light sources produce it directly by their
principle of origin.
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Above all, white light is used

• either for the inspection of colored parts with monochrome cameras
• or for color image processing.

Frequently white light is the only alternative to get a grip on the processing of
incidental but different colored test objects. This happens typically in industrial
production processes, if the part color does not play a role for the function of
the part, but parts are delivered from different suppliers and the hue of the part
changes caused by the compound of the raw materials.

Related to monochrome Machine Vision solutions colored light of small wave-
length ranges will emphasize or tone down single colors (see Section 3.4.2.1 and
Figure 3.36). This produces high contrasts between parts of different colors.

Illumination with white light produces as moderate as possible contrasts. To
work with white light is the compromise to work with different colored test
objects. This leads to finding parameters for a reliable working software. If the
fitting parameters could not be found it is wise to change the monochrome
camera into a color camera.

In color Machine Vision applications, white light is necessary to reproduce a
realistic color perception for the vision system. To get reliable results in these
applications, it is important to acquaint oneself with the theory of colors, a special
field of optics.

In 2005 approximately only 5–10% of all Machine Vision applications were
color applications. However, the number of color application are expected to
become proportionally more.

3.4.2.3 Infrared Light (IR)
Traditional Machine Vision uses IR light in the wavelength range from 780 to
1000 nm due to the sensitivity and common use of CCD and CMOS sensors.
Longer wavelengths are processed with special thermal imagers for temperature
measurements.

To work with IR illumination means to use all the considerations for radiomet-
ric values and not for photometric values (see Section 3.5.1).

However, it is known that IR is not so effective to the sensor from their spectral
response (see Figure 3.10). Nevertheless, IR light is favorably used in some appli-
cations. It is not visible to the human eye and does not disturb the worker (see
below). Furthermore, IR light penetrates the silicon substrate of the imager and
produces blurred images due to induced charges. The consequence are images
with lower contrast.

Together with a daylight suppression, filter or bandpass filter IR illumination
can avoid from extraneous (visible) light (see Sections 3.6.5.2 and 3.6.5.7). On
the other hand, IR lighting based on LED is particularly effective in fast running
applications where short (down to 1 μs duration) and high-energy flash light is
needed.

Some details of test objects are viewable only with IR light. It is possible to
see the minute details. Particularly, the color reproduction is not reproducible.
Objects that are colored in white light could be transparent to IR light (see
Figures 3.37 and 3.38). Objects that are dark in white light can reflect IR light
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(a) (b)

Figure 3.37 Circuit board with dark green solder resist, illuminated in red (a) and IR, 880 nm
(b). The IR light passes the solder resist almost without loss and is reflected on the surface of
the supporting material of the circuit board.

(a) (b)

Figure 3.38 To see the invisible detail: panel opening in a vacuum cleaner bag, (a) illuminated
with white light, (b) illuminated with the IR light. It is to recognize how the IR light makes the
contrast of a green printing worse.

and be bright. Rules to determine cannot be designated. Nothing is predictable.
To check the color reproduction under IR illumination there is only one way and
that is the experiment.

From object to object, from pigment to pigment, the reflecting and absorbing
properties of parts illuminated with IR light can change for some of them such as

• painted surfaces
• ink on printed materials
• color pigments in plastic materials.
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Natural materials interact with infrared light too. The Wood effect is responsible
for the bright appearance of leafs, because the chlorophyll is transparent for IR
light, and the infrared light is reflected at air bubbles on the underside of leafs.

Note the influence of infrared light on the used imaging objective. Not all lenses
(glass sorts) are highly transparent for the IR light. Some of them reduce the pass-
ing IR light. To check this, evaluate the spectral transmission of the objective.

Most imaging objectives for Machine Vision use transmit IR light without a
remarkable loss of intensity up to a wavelength of 900 nm.

The interaction of the test object and the light causes diffraction at the test
object edges. This appears particularly at large magnifications of the objective.
The size of diffraction effects is proportional to the used wavelength. The longer
the wavelength of the IR light the larger the diffraction effects (see Section
3.4.1.6).

Some information for eye protection. Due to the enormous radiation power
of LED, nowadays there are some rules to be considered when using IR light.
Preliminary remark: IR light, which is much more intense than LEDs can produce,
is part of the spectrum of the sunlight. It can be found only in combination with
the visible light [31].

But LED lighting is often used in relatively dark factory halls which means that
the iris of the human eye is open. Incident isolated IR light from a lighting does
not close it like visible light does. So, the full radiation can pass and reach the
retina. This can cause eye damages. For the safety of all persons working in the
environment of IR lighting it is best to switch IR lighting on and off only for the
time it is needed. So that nobody is exposed to IR light durably.

The standard EN 171 gives further information about eye protection.

3.4.2.4 Ultraviolet (UV) Light
Ultraviolet light on the opposite side of the spectrum uses wavelength below
380 nm. Machine Vision applications with UV light were made relatively sel-
dom in the past. The light sources were unwieldy, expensive, and inflexible and
the cameras are expensive (specialized sensors, because the conventionally used
silicon is not sensitive to UV). On the other hand, the contact with UV light
implies some danger for the operator (human eye and skin). Current develop-
ments in LED technology make it possible to produce small, flexible, and easily
controllable light sources in the range of UV-A light (typical 370 nm with a nar-
row half-wave bandwidth of 10–12 nm). This will inspire Machine Vision appli-
cations for the future.

Two general classes of application of UV illumination are given:

• direct UV illumination in combination with an UV-sensitive camera
• fluorescence caused by illumination with UV light.

UV illumination for observation with an UV-sensitive camera needs special
sensors. These sensors use a fluorescence layer at the front glass of the imager to
convert the UV light into visible light (e.g., a Lumogen conversion layer converts
wavelength from 190 to 380 nm into visible light). Disadvantages of these sensors
(layers) are aging and high costs.
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Some kind of test objects produce fluorescence by themselves under an UV
light illumination. This effect converts the incoming UV light on the object (short
wavelength<380 nm) into an emission of visible light from the part (longer wave-
length >380 nm). This effect is seen in fluorescence paint illuminated with black
light or whitener in washing powder or paper illuminated with daylight (with
quantity of UV light).

For the color rendering, similar relations are valid as known from IR light. Only
experiments can give information about the suitability of UV light for the con-
crete test object.

Note the influence of the used imaging objectives in interaction with UV light.
Not all lenses (glass sorts) are transparent for UV light. Some of them block the
UV light. To check this, evaluate the spectral transmission of the objective.

However, consider the protection measures for the human eye and skin using
UV too.

3.4.2.5 Polarized Light
The effects of polarization can be explained only by the wave character of light.
Almost all light sources emit unpolarized (natural) light (LEDs, incandescent
lamps, fluorescent lamps). This means that the light contains light waves
that oscillate in all directions around the normal propagation direction (see
Figure 3.39). Only special lasers with Brewster windows can directly emit
polarized light.

Polarization occurs only on smooth surfaces. On these surfaces, polarization
can be produced. The degree of polarization depends on the material and on
the incident angle of light for reflection. On the other hand, change transmitting
materials the polarization (test objects, light filters).

Different types of polarization can occur: linear, circular, elliptical (see
Figure 3.39). Machine Vision typically uses two types of application of
polarization:

1) polarized illumination to take advantage of the polarizing properties of the
test object in combination with a polarizing light filter in front of the imaging
objective (see Fig 3.40)

2) suppression of reflexes from unpolarized illumination reflected from the
object using only one polarizing light filter in front of the imaging objective.

Polarized illumination can be achieved using a polarization filter (linear, circu-
lar or elliptical) in front of the light source (see Figure 3.40 ). These light filters
act as the polarizer and produce polarized light (possible in white, monochro-
matic, band of wavelengths). Not all wavelengths can be polarized by commercial
polarizers. For the IR light it is a problem.

All direction of
light oscillation

Direction of light
propagation

The direction of light
oscillation is rotating (circle)

The direction of light
oscillation is rotating (ellipse)

Direction of light
propagation

Direction of light
propagation

Figure 3.39 Unpolarized, linear, circular, and elliptical polarized light.
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Analyzer Polarizer

(a) (b)

Test object

Analyzer
Lighting

Lighting

Camera

Test object

Polarizer

Camera

Figure 3.40 Principle of polarizer and analyzer: (a) top light application and (b) backlight
application.

Figure 3.41 Example for polarization with
transmission: the Glass handle of a cup.
The transparent glass part between two
crossed linear polarizing filters change the
polarization direction as a result of
stretched and pressed particles inside the
glass. Mechanical tension becomes
viewable with the principle of tension
optics.

After leaving, the lighting enables the polarized light to interact with the test
object (transmission or reflection), which changes the polarizing properties in
relation to the incoming light. To grasp this in front of the camera objective
is mounted another polarizing filter, the analyzer. Depending on the rotation
of this filter the incoming polarized light from the test object is analyzed (see
Figures 3.40 and 3.41).

The removal of surface reflexes from some materials for example glass, metal,
plastic, and so on, can be made using unpolarized light with only one polariza-
tion filter in front of the imaging objective. The surface of the test object polarizes
depending on the refraction index of the irradiated material. It is possible to
analyze it with a polarization filter (see Figures 3.40a and 3.42). Under some con-
ditions (material, incident/reflecting angle of light, wave length), it is possible to
prevent from disturbing reflections (see Figure 3.43).
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(a) (b)

Figure 3.42 Polarized incident light in combination with polarizing filter in front of the
camera. (a) The transparent plastic label inside a stainless steel housing of a pacemaker is
viewable because it turns the polarization different from the steel surface. (b) In comparison,
the same part without polarized light.

(a) (b)

Figure 3.43 Larger polarization effects tend to occur especially on electrically nonconduction
materials: barcode reading of lacquered batteries, (a) with polarization filter, (b) without
polarization filter.

Smaller polarization effects occur on surfaces of electrically conductive materi-
als such as shiny metal parts. Among other things, the differences of polarization
effects between conductive and nonconductive materials are usable to suppress
the influence of oil films (corrosion protection on metal parts) for the nontactile
measurement with Machine Vision.

It goes beyond the scope of this chapter to explain more about polarization. It
is a much more complex effect and can be basically looked up from the optical
literature.

3.5 Basic Rules and Laws of Light Distribution

To work effectively with light means to know basically a few rules and laws.
This makes possible to selectively control the light and maximizes the effects of
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the used illumination. This chapter gives a short overview of some influencing
factors.

3.5.1 Basic Physical Quantities of Light

To describe the properties of light and light distribution one can generally use
the radiometric quantities. This covers the whole range of the light from 15 nm
to 800 μm wavelength. If the light is evaluated by a receiver (sensor, eye) with a
characteristic spectral response (e.g., V (𝜆) – curve with sensitivity from 380 to
780 nm (see Section 3.3.2) – one can use the photometric quantities. This paper
pays attention only to some of the photometric quantities that represent the vis-
ible range of light. The UV and IR light are not considered.

Origin of all photometrics related to the International System of Units (SI) is
the luminous intensity with the unit candela (cd) (see Figure 3.44). Today, 1 cd is
defined as the luminous intensity that a monochromatic light source with f = 540
THz (555 nm (green light)) emits (into all directions) with a radiant intensity of
1/683 W sr−1 (Watts per steradian) (see Figure 3.45). To illustrate a practical com-
parison, 1 cd corresponds approximately to the luminous intensity of one candle
light.

Characteristics mostly used for the power of lighting components in Machine
Vision are

• the illuminance E for the incident light, ring lights, dark field ring lights
• the luminance L for backlights such as diffuse backlights or luminous objects.

M
Luminous emittance

(emitted light)

L
Luminance

I
Luminous
intensity

E
Illuminance

(incoming light)

H
Exposure

Q
Quantity of

light

φ
Luminous

flux

lm / m2

lx
(lm / m2

lx s
(lm s / m2

lm

lm s

* sr

* s * s

SI unit

cd
(Im / sr)

/ m2

/ m2

/ m2

cd / m2

Figure 3.44 Schematic connection between SI unit luminous intensity and other photometric
quantities of lighting engineering. More about lighting units and basics can be found
in [11, 12].
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Ω = 0.01 sr

Ω = 0.1 sr

Ω = 1.0 sr

α = 2 arccos(1 – (Ω  / 2π))

α = 20.5°

α = 6.5°

α = 65.5°

Figure 3.45 Definition of the solid angle Ω with unit steradian (sr). A light source that emits
light into all directions (full sphere) covers 4𝜋 sr, a half sphere 2𝜋2 sr. One steradian (sr) solid
angle includes a cone with 65.5∘ plane angle.

3.5.2 The Photometric Inverse Square Law

Photometric inverse square law is relevant to anyone working with top light. The
statement of this law is that the illuminance E on the surface of the test object
decreases with the reciprocal of the square of the distance d (see Figure 3.46).

E ∼ 1∕d2

with

E being illuminance at the object and
d the distance lighting – object.

In a practical usable approximation, E = I∕d2 [13] with I -luminous intensity of
the light source. Note that the distance between the test object and the observing
camera with objective does not influence the brightness at the image sensor of
the camera! This distance influences only the optical parameters of the image.

The connection between illuminance and distance is exactly valid only for
a point-shaped light source. In approximation it can also be used for two-
dimensional light sources (see Table 3.10).

An approximation example: an incident area lighting illuminates the surface of
a test object with an illuminance of 10 000 lx at a distance of 100 mm. The distance
of the lighting component is doubled to 200 mm. As a consequence, the illumi-
nance at the test objects surface decreases down to 2500 lx. That is only caused
by the change of distance.

But this is only half the truth. Not all the incoming light on the part surface
reaches the sensor too. The reflectance, absorbance, and transmittance at the
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1 cd 1 m2

1 lx

1 m

2 m

3 m

1/4 lx

1/4 lx

1/4 lx

1/9 lx

1/9 lx

1/9 lx

1/9 lx

1/9 lx

1/9 lx
1/9 lx

9x 1 m2

1/9 lx

1/9 lx

1/4 lx

4x 1 m2

Figure 3.46 Course of the illuminance at the object depends on the distance of the lighting
due to the photometric inverse square law.

Table 3.10 Relative error Δ for a
circular Lambert radiator
(d – distance lighting – object;
r – radius of the light source
(radiator)).

r∕d 𝚫 (%)

3 10
5 3.8

10 1
15 0.44
30 0.1

object (see Section 3.4) reduce the available light on it’s path through the imaging
object towards the image sensor.

Tip

To minimize the impact of the photometric inverse square law, try to
mount the lighting components for top light applications as near as
possible to the test object. Note the effects caused by the brightness
distribution of the lighting.

The practical consequences of this effect are far-reaching. Caused by the
mechanical construction of the machine or environmental limitations it is not
always possible to mount the lighting as near as possible to the test object.
Consequences for the practical application can be found in Section 3.8.3.

Dynamical effects happen if the distance between the test object and light-
ing changes from part to part. This occurs due to handling and feed equipment
irregularities (e.g., part on a conveyor belt) and leads to changing brightness in
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the image. These effects happen for the incident light. Robust algorithms in the
image processing software have to cope with such changes in brightness from
part to part.

3.5.3 The Constancy of Luminance

The incoming light from a light source generates an illuminance Eob on the surface
of the test object. Multiplied with the reflectance 𝜌 of the object results in a lumi-
nance of the object Lob. The object shines with the luminance Lob (see Figure 3.47):

Lob = Eob ⋅ 𝜌

where

Lob is the resulting luminance of the object,
Eob is the incoming illuminance at the object, and
𝜌 is the reflectance of the object.

The characteristic value of a backlight is the luminance L too. It shines itself
with a luminance. The consequence of the above equation means that this is inde-
pendent of the distance.

In contrast to the illuminance, the luminance is not dependent on the distance.
The luminance is constant in the optical pass of the vision system.

Practically, this means that

• for top light applications with fixed distance lighting – test object:
No changes of brightness at the test object, neither from short or long camera
distances, nor from short or long focal distances of the imaging objective.

• for backlight applications (see Figure 3.48):
No change of brightness of the lighting independent of the distance from the
object to the imaging objective.

θ – declination angle
ϕ – azimuth angle
Ω – solid angle

θin

Ωin Ωout

ϕin ϕout

θout

ρ

z

x

y

LobEob

Figure 3.47 Conversion of illuminance into luminance [14].



114 3 Lighting in Machine Vision

(a)

Gray value 160 Gray value 160

(b)

Figure 3.48 Identical luminance (gray value) on the part surface, (a) Imaged with a short
working distance of the objective, (b) imaged with a long working distance.

3.5.4 What Light Arrives at the Sensor – Light Transmission Through
the Lens

The following viewings are made without considering the natural vignetting
(cosine to the power of 4-law) of the imaging objective. A homogenous light
distribution at the image sensor plane is assumed. To simplify the relations, a
perpendicular view to the object and a relative long working distance in relation
to the field of view is supposed.

With some approximations [13] is the illuminance Esensor:

Esensor = Eob ⋅ 𝜌 ⋅
𝜏

4k2

with
Eob the incoming illuminance at the object,
𝜌 the reflectance of the object,
𝜏 the transmittance of light through the objective,

(medium value 𝜏 ∼ 0.9 for an average imaging objective
with anti-reflective coating), and

k the f -stop number at the imaging objective.

The illuminance Esensor arriving at the image sensor is not dependent on any
distances and can be directly controlled by the f -stop of the imaging objective
and the illuminance of the used lighting. Imaging objectives with anti-reflective
coatings can help to increase the throughput of light through the lenses (trans-
mission 𝜏). The following example shows how a camera can be checked for the
usability with regard to the sensor sensitivity.

An incident lighting has an illuminance of 10 000 lx at a distance of
100 mm according to the values written in the data sheet. The lighting is
mounted in a distance of 200 mm. This means on the surface of the test
object come in 2500 lx (see Section 3.5.2). Let us say that the test object
is made of aluminum. The reflectance (see Table 3.8) is approximately
𝜌 = 0.6. According to an estimated transmittance of the imaging objective
of 𝜏 = 0.9 (anti-reflex coated objective) and a f -stop setting of k = 8 (read
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from the imaging objective) all values for the approximate calculation are
given.
Using the above equation, the illuminance that arrives at the sensor is 5.27
lx. The intended fictitious camera has a minimal sensitivity of 0.3 lx (value
from the data sheet of the camera). This means that there is about 17 times
more light than minimum necessary. Under these conditions the lighting
should be right dimensioned.

Tip

The lighting should produce, at a minimum, a 10 times higher illuminance
at the sensor than the documented minimal sensitivity from the data sheet
of the imaging sensor/camera. This ensures a reliable function even under
changing industrial conditions.

In some data sheets the information about the minimal sensitivity is mentioned
using the value of the exposure H . To get the needed illuminance it is necessary
to divide this value by the exposure time (integration time, shutter time) to get
the minimal illuminance at the imaging sensor.

The viewings in this paragraph are only approximate. For an exact View, the
following should be considered:

illuminance from lighting, f -stop number, wavelength of lighting, incident
angle of light, type of lighting (diffuse, direct, telecentric, structured), reflectance
of the test object, transmittance of the imaging objective, perspective character-
istics of the used objective (entocentric, telecentric, hypercentric), inserted light
filters (in the camera too), and so forth.

3.5.5 Light Distribution of Lighting Components

The distribution of illuminance and luminance in the object plane plays is funda-
mental for the analysis with image processing algorithms.

The conventional aim is to achieve a homogenous, temporal, and spatial con-
stant lighting or at least a predictable and constant distribution of brightness
(structured lighting). Such conditions make the software easier, and the appli-
cation more reliable and stable.

Different types of lighting, different models, and different lighting techniques
produce different characteristic light distribution and brightness profiles. But
even for one lighting component the light distribution can change with the dis-
tance, incident angle, and direction. That is why data sheets can only tell a part
of the whole light characteristics.

The reasons for inhomogenous lighting can be caused by

• the principle of the lighting technique
• the quality of the lighting component (low-cost components tend to poor light

distribution)
• wrong application of the lighting
• strongly changing properties of the test object.
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The graphical expression of luminance distribution depending on the viewing
angle is the luminance indicatrix. It shows the connection between the lumi-
nance and observation direction. For a Lambert radiator the luminance indicatrix
looks like a half sphere [15]. Other lighting components possess directed radia-
tion characteristics in some other shapes.

Backlights are often characterized only with a perpendicular view to the light
emitting surface. The distribution of the luminance gives information about the
homogeneity.

Incident light is usually characterized in a similar way. It shines perpendicular
to a surface where the illuminance is measured (see Figure 3.49).

Other light sources with special shapes produce characteristic illumination
profiles independent of the distance to the test object. Some typical brightness
profiles are shown in Figure 3.50.

Avoid to prove this directly with the vision system. Many influencing factors
are added to this case. Especially the natural vignetting of the imaging objective
will falsify the result. These measurements can be made only with specialized
instruments.

It is to be seen that the light distribution of light sources can be totally differ-
ent depending on the selected light source and the desired purpose. The art is
to find the light source that emphasizes the necessary details as best as possible.
In addition, the light distribution can differ for various designs. One model of a
ring light with a constant diameter and working distance lights up totally differ-
ent with fresnel lens, with a diffuser, or without an additional element. All these
factors influence the lighting result.

The drop of brightness caused by the lighting (see Figure 3.50) can cause soft-
ware problems. A decrease of 40% means a drop from a gray value of 230 to a gray
value of 138. Is the software able to tolerate such large differences? Some inhomo-
geneities of lighting can be compensated using the shading correction function
of the image processing software.
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Figure 3.49 Distribution of the
illuminance in 0.5 m distance of a
commercial fluorescence light source
with two compact radiators of each 11 W.
(www.vision-control.com.)

www.vision-control.com
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(a)

(b)

(c)

Ring light with fresnel lens RK2037-R/F100, www.vision-control.com
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Figure 3.50 Exemplary distributions of illuminances, (a) ring light with fresnel lens, (b) dark
field ring light, (c) shadow-free lighting. (www.vision-control.com.)
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Figure 3.51 Brightness profile of a
lighting to compensate natural
vignetting of an imaging objective.

Sometimes a deliberated inhomogenous light distribution is used to compen-
sate other effects like the natural vignetting from the optics. This decrease of
illuminance toward the edges of the image can be compensated in a plane, for
example, with a dark field ring light that is brighter in the outer illuminated areas
(see Figures 3.50 and 3.51).

Some new possibilities in technology (small discrete light sources, progress
in information technology) permit us to control the well-defined distribution
of light. These so-called adaptive lighting allow us to control each single light
source (LED) in intensity and time, even with changing distribution in real time.
This makes it possible to compensate inhomogeneities in a very sensitive way (see
Section 3.8.2.5).

3.5.6 Contrast

All Machine Vision applications are influenced by the contrast. A good contrast at
the object and the image sensor respectively is the base that the algorithms of the
image processing software can work. No contrast means no usable information.
The contrast is the direct consequence of lighting.

Contrast in the classical definition stands in the context of the human percep-
tion and is related to absolute values of luminances:

K = (Lmax − Lmin)∕(Lmax + Lmin)

with

K being the contrast for human perception/interpretation,
Lmax the maximal luminance at the object (top light),

or at the lighting (backlight) and
Lmin the minimal luminance at the object.

Some simple calculations show that the contrast is higher if the luminances
found are larger. In comparison, the contrast in images for digital interpretation
Kdig is defined by the absolute gray value difference within the image (area of
interest/relevant image area):

Kdig = Gmax − Gmin
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with
Kdig being the contrast in digital images/gray value difference,
Gmax the maximal gray value, and
Gmin the minimal gray value.

Table 3.11 shows the comparison of contrasts K and Kdig (values from gray val-
ues taken as luminance values) from Figure 3.52.

The better the contrast, the more reliable are the results of the software (see
Figure 3.53). There is no rule to predict which contrast is necessary, because it
depends on the function and the built-in algorithms. Some algorithms (gradient
algorithm for edge detection) are known, which can still work with contrasts of 3
(from 255) gray values. Some others need gray value differences of more than 30.

Tip

Image processing algorithms work more precisely at contrastful images.
Further, the processing time decreases for a few algorithms if they can
work on contrastful images. And not at least is the processing of contrastful
images more reliable.

All efforts to maximize the contrast should be considered to avoid from satu-
ration. The maximal brightness that is found in the image (if necessary only in
a relevant area, see Figure 3.54) should be not more than 90% of the maximum
value. For a camera with 8 bit gray value resolution means a maximal gray value
of 230. At gray values of 255 (for 8 bit), the image information is lost and no result
can be calculated. Depending on the oversize of light and sensor principle even

Figure 3.52 Gray bars with
constant gray value
differences of 50. That means
a constant contrast Kdig of 50
from bar to bar. Note the
seemingly decreasing
contrast from left to right at
assessment with the human
eye.

Table 3.11 Contrast comparison of K and Kdig.

Transition from
gray value to gray value K Kdig

50 100 0.33 50
100 150 0.2 50
150 200 0.14 50
200 250 0.11 50

The values for K correspond with their decreasing
course to the human perception.



120 3 Lighting in Machine Vision

(a) (b)

Figure 3.53 Images of one part: (a) imaged with poor contrast and (b) imaged with strong
contrast.

(a) (b)

Figure 3.54 Connector housing with inside contact springs, (a) without saturation. There is
nothing to recognize in the holes, (b) local overexposure of the housing makes the connector
springs viewable.

the image information in the neighborhood can be destroyed by flooding charges
(for a CCD).

3.5.7 Exposure

The exposure forms the connection between lighting, time, and camera hard-
ware. The almost general goal will be to generate images with sufficient contrast
(light and dark), not over-exposed and not under-exposed. This can be achieved
in different manners. The exposure opens different possibilities of getting the
same brightness in the image. Exposure means in simplification

H = E ⋅ t

with

H being the exposure,
E the illumination at the test object, and
t the exposure time/shutter time.

A constant exposure can be achieved with different boundary conditions. Some
of them are

• double (half ) exposure time and half (double) illuminance (power) of lighting
• open (close) one f -stop number of the objective and half (double) illuminance

(power) of lighting
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• insert (remove) a 2 × neutral filter and double (half ) illuminance (power) of
lighting.
All these parameters can also be used in combinations. Further, allow these

variations to use brighter or darker lighting and compensate this. To play with
the parameters of exposure means to know more about the application. Note that
changes in exposure time have an effect on the motional blurring of moving parts.
Changes of the f -stop have effects on depth of focus, aberrations, and more (see
Chapter 4 also).

Tip

Consider the boundary conditions for every application before choosing a
lighting. What is possible?

• long or short exposure time (still standing/moving test object)
• small/large f -stop number (small/large depth of focus needed)
• or both.

These facts will influence the needed illuminance/luminance, which means
lighting power! Table 3.12 shows the example of constant exposure for all
combinations of f -stop and exposure time.

Note that the combination of f -stop number 16 together with a 1/3200 s expo-
sure time needs a 64 times brighter lighting. This is usually limited by the limits
of lighting power.

3.6 Light Filters

Light filters are optical elements that influence the light path and remove
unwanted or unused parts of light. With their effect, they are a bridge between
optics and lighting.

3.6.1 Characteristic Values of Light Filters

Besides geometrical values such as socket thread, diameter and height of light
filters are characterized by few values [16]. Here, only the general values are intro-
duced (see Figure 3.55):

Table 3.12 Example for constant exposure with time and f -stop variations.

f -Stop 2 2.8 4 5.6 8 11 16
Exposure time (s) 1∕3200 1∕1600 1∕800 1∕400 1∕200 1∕100 1∕50
Depth of focus Small Large
Sensitivity to
movement/vibration Small Large

f -Stop number and exposure time determine the possible applications. If the combination of a
large f -stop number and a short exposure time is needed the only way is to increase the lighting
power. Each step (one f -stop number more or halfen the exposure time) means to double the light
emission.
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Figure 3.55 Major characteristics of light filters.

Transmission (T). Relation from passing light energy and incoming light energy
(see Section 3.4.1.4). Sometimes, the average transmission is indicated for a
limited wavelength ranges.

Cutoff/cuton wavelength (𝜆c). The wavelength specifies the location of
the transition from high (low) transmission to low (high) transmis-
sion. This term is often used for specifying the wavelength location of a
short-wavelength/long-wavelength pass filter. The criterion of 5% absolute
transmission describes the wavelength.

Half-power points (HPP). The wavelength at which a filter transmits one-half of
its peak transmission. (For a bandpass with peak transmission of 70%, the HPP
are at 35% transmission.)

Center wavelength (𝜆0). For bandpass filters 2𝜆1𝜆2∕(𝜆1 + 𝜆2): can be applied,
where 𝜆1 and 𝜆2 are the bandpass HPP. This is not the simple arithmetical
average.

Bandwidth (BW ). The width of a bandpass filter between specific absolute
transmission points. Usually for this, the HPP are used. Then it is called
half-bandwidth (HBW).

The transmission properties of light filters can be found in different descrip-
tions (see Table 3.13):

• filter diagrams for filters with wavelength-dependent transmission
• filter prolongation factors for edge filters
• values for optical density for edge and neutral filters.

Filter diagrams usually show in logarithmic dependence the transmission of
light relative to the wavelength. They are used for wavelength-sensitive filters. It
has to be read from the diagram how much light the filter blocks for a defined
wavelength range.
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Table 3.13 Light transmission through filters: connection between filter factor,
optical density, and f -stop-difference of the lens.

Light transmission Filter factor Optical Number of f -stops

T for exposure time density to open to compensate

(without change D intensity difference

of f -stop no.) (without change

of exposure time)

50% or 0.5 2 0.3 1
25% or 0.25 4 0.6 2
12.5% or 0.125 8 0.9 3
6.25% or 0.0625 16 1.2 4
… … … …
0.1% or 0.00962 1000(1024) 3.0 10

Filters without/low spectral response are described by their filter factor. This is
an average value how much the exposure has to be prolonged to achieve the same
brightness in the image as without the light filter. If there are several filters in use
as a stack the densities have to be multiplied to get the total density.

A third description of the loss of intensity of light filters is the optical density
D. It is the logarithmic reciprocal of the transmission T . The definition is D =
log 1∕T .

Filters can be used in stacks. If more than one filter is used the filter factors are
multiplied or the optical densities are added.

Stack of two light filters with 50% and 25% transmittance.
Calculation with filter factors 2 and 4 → 2 × 4 = 8
Calculation with optical density 0.3 and 0.6 → 0.3 + 0.6 = 0.9.

3.6.2 Influences of Light Filters on the Optical Path

All light filters are active optical elements and act like a plain parallel glass plate
and lengthen the optical path length. The consequences are longer working dis-
tances of the imaging objective. This effect can be particularly strong depending
on the place where the light filter is inserted/removed.

Rule of the thumb

As an approximation for an average optical glass (refraction index n = 1.5)
applies:

Filter in front of lens: increase of working distance = Glass thickness/3
Filter in front of sensor: increase of working distance

= Glass thickness/3𝛽2

with 𝛽 being the image scale of the used imaging objective [3].
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Tip

Consider the change of the working distance if a light filter is removed (IR
cutting filter from a camera for an application with IR lighting) or inserted
(daylight cutting filter to suppress ambient light). This can cause strong
effects to the construction/distances of the machine where the camera is
built-in.

All inserted light filters not only change the optical path, but also cause artificial
astigmatism (aberration). A light filter that is tilted in relation to the optical axis
additionally causes a parallel offset of the optical axis because of the refraction
on the glass plate surfaces (see Figure 3.56). For large image scales this can be
significant. The connection is for small angles (the paraxial area) [3]:

𝑣 = n − 1
n

⋅ d ⋅ 𝜀

with

𝑣 being the parallel offset,
n the refractive index of the filter,
d the thickness of the filter, and
𝜀 the twisting angle of the filter

3.6.3 Types of Light Filters

Light filters can be divided into three main classes by their principle of extinction:

Absorbing filters [17]:

• extinct wavelength ranges by absorbing light

d

n

v

ε′

ε

Figure 3.56 Parallel offset of the optical
axis caused by a tilted light filter.
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• can be made of colored glass, with a gelatine layer between two transparent
glass plates or plastic plates (limited optical quality! – streaks, different thick-
nesses, etc. )

• provide wide bands of transmission (not so exact)
• are available in many hues and made from standard optical glasses
• can be made of fluorescent dyes too (conversion: new colors for old)
• are cost effective, mounted in sockets with standardized threads and made by

many manufacturers.

Interference filters [18]:
• extinct wavelength ranges by interference of light
• use thin metal or dielectric films (𝜆∕4 thickness) on transparent glass plates
• provide narrow bands of transmission (very accurate)
• are working very effectively. But, the smaller the bandwidth the larger the loss

of transmission even in the pass range: 5 nm bandwidth means 70% loss of
transmission, 10 nm: 50%, 20 nm: 10%.

• available for many center wavelengths in small intervals
• are expensive and usually not easy to handle for Machine Vision (square glass

plates without socket).

Polarization filters
• extinct light with defined directions of oscillation. Light with defined oscilla-

tion directions can pass.
• are made of crystal or synthetic materials that are stretched (to align the

molecules) to get the directional properties
• available as thin films, glass filters. Plastic plates are more suitable for large

areas (only to use in the lighting light path)
• work relatively independent of wavelength within a wide bandwidth
• mounted in sockets with standardized threads
• are turnable to adjust the polarization.

Absorbing and interference light filters can be divided into four main classes
by their range of extinction of wavelengths [16]:
Short-wavelength pass filters (SWP). Filters that transmit light at wavelengths

shorter than the cut-off. Light at wavelengths longer than the cut-off wave-
length is attenuated.

Long-wavelength pass filters (LWP). Filters that transmit light at wavelengths
longer than the cut-on. Light at wavelengths shorter than the cut-on is
attenuated.

Bandpass filters (BP). Filters that transmit light energy only within a selected
band of wavelengths. Two classes are given: narrow or wide band-pass filters.
A detailed description of function is written in [4].

Neutral density filters. Filters that are relatively little selective to a wavelength
range and serve to suppress a defined amount of light. They are characterized
by their optical density (see Table 3.13).
Note that some light filters have a limited wavelength range where they work.
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3.6.4 Anti-Reflective Coatings (AR)

Every transition of light between two media with different refractive indices
such as air and glass causes a loss of light energy. The incident light is reflected
from each uncoated average glass surface with an approximate reflectance
of 4% (exactly that depends on wavelength, incident angle of light, etc.) (see
Figure 3.57).

For a filter glass plate this means loss of intensity too. Simultaneously, this is
connected with a worsening of the image quality (loss of contrast, milky images,
ghost images) caused by multiple reflections inside the glass (see Figure 3.24,
backside reflections).

This fact is significant for single lenses, complete objectives and for light
filters too. That is why qualitatively better light filters are coated with
anti-reflective coatings made from dielectric thin films of 𝜆∕2 thickness. Single-
or multi-layer coatings (metal oxides, CaF2) are applied to improve the image
quality.

Because of the necessary thickness of 𝜆∕2 that is required for the anti-reflective
coating, it is necessary to use different anti-reflective layers for a high qualita-
tive dereflection. Each of them is applied for one narrow wavelength band. The
so-called multi-coated lenses and filters are expensive. A good compromise for
Machine Vision is the use of single-layer coatings made from calcium fluoride
(CaF2) (see Table 3.14).

Regarding the employment of light filters as the front element and interface
to the industrial environment in Machine Vision applications there are needs to
ensure durability. Besides their optical function, the coatings have to

• protect the glass surface of the filter/lens
• be nonabrasive
• be noncorroding.
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Figure 3.57 Typical course of reflectances of an uncoated, single coated (CaF2 coating) and
multi-coated glass plate (average optical glass, transitions air–glass–air) in dependence of the
wavelength [17].
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Table 3.14 Classification of lighting techniques: systematic overview [27].

Light direction Incident lighting Transmitted lighting

field characteristics Bright field Dark field Bright field Dark field

Diffuse (1) Diffuse (5) Diffuse (7) Diffuse (10)
Directional Directed (2) Directed (6) Directed (8) Directed (11)
properties Telecentric (3) – Telecentric (9) –

Structured (4) – – –

The name of the technique is to read from bottom to top.

3.6.5 Light Filters for Machine Vision

3.6.5.1 UV Blocking Filter
This long-wavelength pass filter blocks the UV part of the light spectrum. Since
most of the image sensors of Machine Vision (CCD or CMOS) are not sensitive
in the UV range of light they almost do not influence the image brightness. The
visible light can pass more than 90%, which means that there is no noticeable pro-
longing factor. The cut-on wavelength depends on the filter model and is typically
about 380 nm.

UV blocking filters (see Figure 3.58) are used as
• protective screens against dirt
• protection of the front lens against cleaning with polluted clothes
• as mechanical barriers against unintentional strokes.

Tip

Use generally a UV blocking filter as a seal of the imaging objective. It is
cost effective and protects the costly lens from the rough environmental
conditions of the industrial floor.
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Figure 3.58 Typical transmission curve of an UV blocking filter [17].
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3.6.5.2 Daylight Suppression Filter
This long-wavelength pass filter blocks the visible light of the spectrum or their
parts. Near-infrared light can pass. Since most of the image sensors of Machine
Vision (CCD or CMOS) are sensitive in the range of near-infrared light, only this
part of light can be used when applying a daylight suppression filter. The cut-on
wavelength is model specific. Typical for Machine Vision are cut-on wavelength
from about 780 nm.

Daylight suppression filters (see Figure 3.59) are used

• for IR lighting applications
• for independence from extraneous light (lighting of the factory hall) in com-

bination with an IR lighting (needs coordination of cut-on wavelength and
wavelength of the lighting).

Note: Remove the IR suppression filter from the camera before using a daylight
suppression filter! Otherwise no light can pass to the image sensor, because both
filter characteristics overlap.

If sunlight is part of the ambient light the effect of daylight suppression filters
can be strongly limited, because the incoming sunlight contains quantities of the
IR light too. These quantities can be partially larger than the IR-lighting itself
(typically, LED lighting with their narrow bandwidth of light emission). In these
cases, there will be no effect of daylight suppression filters. The use of the filter is
practical in factory halls with artificial light.

For a better suppression of sunlight it is recommended to use a filter combina-
tion (see Section 3.6.5.7).

3.6.5.3 IR Suppression Filter
This wide band pass filter lets the visible light to pass and blocks the UV light and
IR light alike. Many Machine Vision cameras contain these filters to improve the
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Figure 3.59 Typical transmission curves of different filter glass sorts of daylight suppression
filters [19].
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image quality for the visible light, because IR light penetrates deep into the silicon
substrate of the image sensors and causes blurred and contrastless images.

Usually, the IR suppression filters are separate filters and are removable from
the camera (reddish-green-coated glass in front of the sensor chip) for applica-
tions with IR light. In some cases, the cover glass of the sensor chip is directly
coated with the IR suppression layer.

IR suppression filters are in use not only in monochrome cameras but also in
color cameras. They ensure that the IR light does not influence the brightness of
the single-color pixels (RGB) in a different manner. Thus, the brightness offset for
the whole color triples is the same.

IR suppression filters are used

• to achieve contrastful and sharp images (in visible light)
• to suppress uncontrolled influence of the IR light
• to remove brightness offset for color pixels in color cameras.

Note: For IR applications the IR suppression filter must be removed! An appli-
cation with IR lighting is impossible, if the cover glass of the sensor chip is coated
with the IR suppression filter layer (see Figure 3.60). Furthermore, the removal of
the IR suppression filter causes changes in the working distance of the imaging
objective (see Section 3.6.2).

3.6.5.4 Neutral Filter/Neutral Density Filter/Gray Filter
These unselective light filters reduce the luminous flux (relatively) independent
of the wavelengths used. The degree of reduction is specified by the density or the
prolongation factor. They are available in different densities (usually with prolon-
gation factors from 2 to 1000) (see above) (Figure 3.61). Neutral filters are used

• if there is too much light (too bright light source)
• to reduce the light intensity without change of the f -stop number (for objec-

tives with fix f -stop respectively with no change of depth of focus!)
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Figure 3.60 Typical transmission curves of an IR suppression filter glass used for Machine
Vision [17].
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Figure 3.61 Typical transmission curves of neutral filters with different densities [17].

• to reduce the light intensity without change of exposure time (no change of
motional blurring).

3.6.5.5 Polarization Filter
Polarization filters are color neutral. They extract light components with special
polarization properties: linear, circular, or elliptical polarized light (see Section
3.4.2.5). To achieve the right polarization it is necessary to turn (and fix!) the
filter in the socket. Typical filter prolongation factors are between 2.3 and 2.8
depending on the angle of rotation. Caused by the used polarizing materials many
polarization filters do not work in IR light – see the data sheet. Polarization filters
are used
• to suppress reflections
• for special analysis techniques (tension optics)
• for polarizing lighting components
• to adjust infinitely variable brightness (two stacked linear polarizing filters)

without any change of f -stop or exposure time.

3.6.5.6 Color Filters
Color filters are realized as long-wavelength pass filters or as bandpass filters. In
the color that they appear to the human eye, most light energy can pass.

The use of color filters is limited to monochrome image sensors/cameras,
because they distort the color information. The course of transmission of
these filters is individual, and is dependent on the wavelength and the optical
glass used.

Color filters in combination with white light result in similar effects from con-
trast as the use of colored light (see Section 3.4.2 cont.). The disadvantage of this
construction is that the color filter reduces the radiation of the light source with
the filter. It is better to use a light source that already emits effectively in the
desired wavelength band.
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(a) (b)

Figure 3.62 Plausibility check of orange (top position) and green (bottom position) LEDs: (a)
with green bandpass color filter; (b) with orange color glass filter.

A light filter with the same color as the part produces a bright part, and a light
filter with complementary color produces a dark part (see Section 3.4.2). Color
filters (see Figures 3.59 and 3.62) are used

• inside color image sensor chips (mosaic filter) to achieve a defined and narrow
spectral response of the RGB pixels

• to emphasize or suppress colored image information.

3.6.5.7 Filter Combinations
Light filters can be stacked or combined, one on the lighting and the other in front
of the imaging objective, and so forth. The overall effect is to combine different
filter characteristics.

As an example hereinafter the combination of a short-wavelength pass filter
and a long-wavelength pass filter is explained. The combination simulates a band-
pass filter.

An effective suppression of daylight for Machine Vision applications – better
than with an IR suppression filter – can be achieved using the camera built-in
IR suppression filter – this removes disturbing IR-light. The combination with a
red color long-wavelength pass filter 090 (see Figure 3.59) in front of the imaging
objective removes the visible light with a shorter wavelength. The result is a filter
characteristic of a band pass filter (see Figure 3.63) but much cheaper.

If the selected lighting emits within the center wavelength of this band pass, an
almost perfect suppression of ambient light is realized. The used lighting will have
a much higher light output in this narrow band than the ambient light (usually
white light as a mixture of different wavelengths). For the example described in
Figure 3.63, a red light with a 660 nm center wavelength will fit the requirements.

In addition, this is particularly effective because the imaging sensors are more
sensitive in this wavelength range than in the IR.

3.7 Lighting Techniques and Their Use

3.7.1 How to Find a Suitable Lighting?

This will be the most important question of an engineer who has to select a
right lighting setup for the Machine Vision application. Probably he remembers
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Figure 3.63 Transmission characteristics of an IR suppression filter and a red color filter and
the resulting characteristics of their combination.

some clever Machine Vision proverbs such as “better to light than write
(software),”“avoid garbage in (bad lighting) that causes garbage out (bad
result),”“create the BEST image first,” and so forth. The general aim will be

• to maximize the contrast of features of interest
• to minimize the contrast of all others
• to minimize external influences.

To get an approach for the selection of lighting a general comparison of human
and machine perception of visual information is made.

Human beings possess a biological vision system capable of learning combined
with a skilled handling system with all degrees of freedom. Identification of a
defect is known from their term and from recollection. The part and the viewer
move around until the required lighting is obtained and the feature can be seen,
even under the most inadequate lighting conditions. And the more each part is
inspected the ability to recognize (cognitive vision) increases – the man learns
from experience.

A Machine Vision system usually owns static performance data: predetermined
position for image acquisition and predetermined position of lighting, limited
range of motion, predetermined functionality of the software. Under these lim-
itations the result shall be found to be reliable, precise, and stable. This is the
chance for lighting to compensate all those shortcomings and result in finding
the best possible lighting.

A good starting point for all viewings to select a lighting is the lighting percep-
tion with the human eye. Although the biological vision is not comparable with a
Machine Vision system it can give first clues for lighting, even if it is known that
a man cannot see some details that the machine can see and vice versa. Some
exceptions are given where the first check from the eye will fail:

• too small details (not resolvable by the eye)



3.7 Lighting Techniques and Their Use 133

• lighting in a wavelength range where the eye is not sensitive (UV and IR)
• lighting with flash light or lighting of fast running parts.

Tip

Observe the object with the human eye using different lighting techniques.
What cannot be illuminated viewable for the human eye that is (usually)
not viewable for the machine too.

A strategy to find a right lighting can be to think backward. Think of these ques-
tions before:

“What I am looking for?,”“How should the lighting be moved to produce light
or shadow at the part in the right place.?”“What lights or shadows are disturb-
ing?,”“Where do they come from?,”“How do I have to modify the lighting to
emphasize or suppress these effects?”

To get the first ideas for lighting imagine where I have to put the light that pro-
duces the reflexes in the places where I expect it. How large must be the lighting
to obtain this? Keep to the basic rules of light propagation: reflection and scatter-
ing. The surface angles determine very roughly, where the light is reflected and
must be positioned in order to properly illuminate an object. So you get the first
approximation for the setup.

Tip

An overall lighting is not always possible (with only one or even more
lighting components), because light works according to the superposition
principle. Different lighting overlay. The consequence is low contrast.

That is why divide the complex lighting task into single jobs with single com-
ponents. Possibly a few images have to grabbed sequentially, each with another
lighting method and component. Try to optimize, what lighting is combinable
without mutual influence.

Nevertheless, find a right lighting that depends on a multitude of factors. A
few standard solutions are possible. However, the lighting still depends on many
factors. It is a mixture of systematics, experience, and trial and error.

3.7.2 Planning the Lighting Solution – Influence Factors

Frequently, the practically possible lighting setup differs from the solution found
either from experiments or from theory. It depends on many factors besides the
inherent lighting characteristics of the component itself. Not each lighting tech-
nique found can be put into practice. The environment of the vision system, the
machine, and the interfaces are restricting and interacting. Those factors can be

The lighting component itself :

• light source properties (see Sections 3.3–3.5)
• power and heat generation (refrigeration necessary)
• available size of illuminated area.
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The properties of the test object (see Section 3.4).

Lighting environment:

• ambient/extraneous light (constant, changing)
• preferred wavelengths (e.g., pharmaceutical applications: IR light)
• interactions with the background (constant, changing).

Machine Vision hardware:

• possible operation mode of lighting: static, pulse, or flash
• possible synchronization of lighting (trigger of flash, switch on/off, brightness

control)
• possible operation mode of the camera: short time/long time shutter
• necessary intensity on the image sensor of the camera (power of lighting)
• spectral sensitivity of the image sensor of the camera (see Section 3.3)
• need of stabilized power supply for lighting.

Machine Vision software:

• supported synchronization of lighting (trigger of flash, switch on/off, bright-
ness control)

• necessary minimum gray value contrast
• necessary/tolerable edge widths
• necessary homogeneity of light
• useable/necessary algorithms.

Imaging optics:

• spectral transmission of the imaging objective
• working distance of the imaging objective (determines power of lighting

needed)
• f -number of the imaging objective (determines the position, where the lighting

is mounted)
• use of light filters.

Machine environment:

• limitations of the space available
• necessary distances, angles, directions of lighting
• vibrations that forbid the use of some light sources (e.g., halogen lamps)
• cable specifications (bending-change strength).

Customer requirements:

• compliance of standards
• company internal forbidden/unwanted components like lasers
• prescribed wavelengths from special branches
• prescribed maintenance intervals/lifetime demands
• costs.
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All these exemplary factors demonstrate that good initial considerations and
good contacts with the design engineer of the whole machine helps us to avoid
nasty surprises. The design engineer has to put your lighting setup into action at
the machine. For an early intervention, it is important to coordinate all actions
that could have an influence on the lighting. Remember: The design engineer is
the master of space and arrangement at the machine!

3.7.3 Lighting Systematics

Above all, the following prior criteria are helpful to systematize lighting tech-
niques for practical use (see Table 3.14 and Figure 3.64) [26]:
• directional properties of lighting
• direction of the arrangement of lighting
• characteristics of the illuminated field.

3.7.3.1 Directional Properties of the Light
The directional properties of light give the base for the interaction of the lighting
component with reflective, transmitting, and scattering properties of the test
object. They are divided into diffuse, directed, telecentric, and structured
properties.
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Figure 3.64 Classification of lighting techniques: spatial arrangement of the lighting.
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Diffuse lighting does not have the preferred direction of light emission. The
light leaves the emitting surface in each direction. Frequently, the light emission
obeys the rules of a Lambert radiator. This means that the luminance indicatrix
of a plane light source forms a half sphere (Figure 3.65) and the luminance is
independent of the viewing direction.

These lighting need no special precautions or preferential directions for instal-
lation. For the function it is important to achieve local homogeneity on the part.
The illuminated area is directly defined by the size of the luminous field of the
diffuse lighting.

The general use of diffuse lighting is to obtain even lighting conditions.
Directed lighting have radiation characteristics that can vary widely

(Figure 3.66). Already the directive characteristics of the single light sources can
vary as also the characteristics of clusters of light sources. Generally produce
lighting components with overlapping of multiple light sources produce a better
light intensity and homogeneity.

Note that for the installation shifting and tilting of the illumination or the object
has a strong influence on the brightness and contrast in the image due to the
directionality.

The general use of directed lighting is to show edges and surface structures
by reflection or shadowing. Even strong contrasts that are desired for lighting
pre-processing can be achieved.

Telecentric lighting are special forms of directed lighting with extremely strong
directional characteristics by means of an optical system in front of the light
source. Due to the arrangement of the light source (typically LED with a mounted
pin-hole aperture) in the focal plane of the optics they produce parallel chief rays.

Figure 3.65 Luminance indicatrix of a
Lambert radiator. Most diffuse area
lighting reacts like a Lambert radiator.
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Figure 3.66 Brightness distribution of LEDs (luminance indicatrix) with different directive
properties, (a) cardioid characteristics, (b) beam shaping characteristics, (c) brightness
distribution on the surface of an object. Left: from a single LED. Right: from an LED cluster.
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Figure 3.67 Principle function of a telecentric lighting.

Telecentric lighting is not parallel lighting, as the light source is not infinitely
small. Parallel, convergent, and divergent light rays contribute to illumination
(Figure 3.67).

Telecentric lighting are not as sensitive against vibration and adjustment like
parallel lighting. And even if they are not fully aligned with a telecentric objective
the principle of telecentry still works, but the brightness distribution becomes
inhomogenous. That is why it is ensured that telecentric components are stable
and defined mounted.

Telecentric lighting works only in combination with telecentric objectives. If
this is not taken into account, the view from an entocentric objective (objective
with prespective properties) into a telecentric lighting shows only a spot. For, the
objective seems to be the lighting in infinity – as the name telecentric already says.

Though the telecentric lighting uses only one single LED it is much more
brighter than a diffuse transmitted lighting that is using many LEDs. This
happens because the light source of a telecentric lighting emits the light only in
the direction where it is needed.

Telecentric lighting on the basis of LED produces incoherent light. This means
the avoidance of speckles (intensity differences from lasers made by interferences
of waves from same wavelength and same phase).

Telecentric lighting is mostly in use for transmitted light applications. Different
wavelengths (light color) are

• red light for a maximum of brightness (most imagers have a maximum of sen-
sitivity of red light)

• blue light for a maximum of accuracy (size of diffraction effects is proportional
to the wavelength)

• IR light for lighting with reduced extraneous light
• IR flash for very short and bright flashes in fast processes.

A specific feature besides the directional properties of light is structured
lighting. Superimposed to the direction the light can carry various geometrical
bright-dark structures some of which are

• single points
• grids of points (point arrays)
• single lines
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• groups of parallel lines
• grids of squared lines
• single circles
• concentric rings
• single squares
• concentric squares.

The methods of production of these geometrical structures are manifold. From
slides, templates, masks, through LCD projectors and laser diodes with diffrac-
tion or interference gratings or intelligent adaptive lighting, with LED everything
is possible.

The general use of the structured light is to project the structure onto the test
object. The knowledge of the light pattern and the comparison with the distorted
pattern gives detailed information about the 3D structure and the topography of
the part.

3.7.3.2 Arrangement of the Lighting
Incident lighting affects the test object from the same side like the imaging objec-
tive. The reference line is the optical axis of the imaging objective. From there with
±90∘ the range of incident light encloses. The dividing plane is the object plane
(see Figure 3.64). The function needs incident light reflections or at least scatter-
ing of the test objective for imaging. Most Machine Vision application must work
with the incident light, because frequently the backlight construction is impossi-
ble by the mechanical structure of the machine.

Transmitted lighting (backlighting) is positioned at the opposite side of the
object plane contrary to the imaging system (see Figure 3.64).

Transmitted lighting creates sharp and contrastful contours for opaque or low
transparent parts. Transparent parts can appear different depending on the light-
ing technique.

Tip

Only a few Machine Vision applications can work with transmitted light-
ing. If so, do not position the part directly on the light emitting surface of
the lighting. In time the surface will be scratched and scraped. Take care
for a position of the lighting away from the object. This ensures that dust
and dirt on the lighting surface is not imaged (out of focus) and cannot
disturb the evaluation of the software.

3.7.3.3 Properties of the Illuminated Field
The brightfield illumination is named after the brightness appearance of the filed
of view (see Figure 3.64). The field of view is directly illuminated by the light-
ing – it is bright. It is bright from the incident and the reflected light of a perfect
test object (see Figure 3.68) or directly from the transmitted lighting. Disturbing
structures such as defects, scratches, or flaws (incident light) or the test object
itself (transmitted light) appear dark. Because of the bright illuminated field
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Figure 3.68 Bright field reflections
from a glass surface. The flawless
surface appears bright; engraved
scratches are dark.

Figure 3.69 Partial brightfield
illumination on a brushed part.

applications with bright field illumination are usually unsensitive to extraneous
light.

Partial bright field illuminations are those illuminations that are located at the
transition between bright field and dark field illumination (see Figure 3.64). There
is no clear dividing line/limiting angles between both. This determines the surface
roughness of the test object. A typical clue for a partial bright field illumination
is that the image appears as a bright field image and the local arrangement means
a dark field lighting. The limits are given at the transition from reflecting light
(bright field) to scattering light (dark field) on the surface of the test object (see
Figure 3.69). Frequently used components for partial bright field illuminations
are ring lights.

Darkfield illumination describes the field brightness of a flawless field of view
that is not directly illuminated by the lighting. It remains dark (see Figure 3.70).
No light from the lighting is directly reflected into the imaging objective. The only
light that can pass the lens is the scattered light from the surface of the test object.
As a consequence, homogenous objects appear dark and defects, scratches tex-
tures, dust, and so forth appear bright.
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Figure 3.70 Darkfield illumination with
test object, mirror bar. Only the dust
corns and the grinded edges of the
mirror bar scatter light.

3.7.4 The Lighting Techniques in Detail

3.7.4.1 Diffuse Bright Field Incident Light (No. 1, Table 3.14)
This lighting technique is used for

• homogenous lighting of weakly structured and slightly uneven little formed
parts

• specular parts
• opaque/transparent parts (with well reflecting surface)
• creation of low glare
• suppression of small surface structures, for example, machining and tool

marks, diffuse surfaces
• low contrast at edges
• smaller contrasts on surfaces of translucent materials.

Arrangement

The lighting technique can be achieved with

• coaxial diffuse light, the so-called diffuse on axis light
• tilted camera and tilted diffuse area lighting component.

Coaxial light means that the light passes the same optical path like the image
information through the imaging objective. It is necessary to use some kind of
beam splitter (foil, plate, or prism cube). Usually, these components divide the
transmitted and reflected light into 50/50 parts for lighting purposes. An inher-
ent characteristic is the appearance of ghost images (double images) from the
front and back surface and lower contrast. With some optical efforts this can be
compensated.

The light efficiency of coaxial light is very poor. Caused by their principle (2
times passing the 50/50 beam splitter) less than 1/4 intensity of the light source
can reach the camera sensor. In reality it is much less because of the limited
reflectance of the test objects. That is why this kind of lighting works fairly well
only with extreme powerful light sources and/or good reflecting test objects.

The units for coaxial lighting are mounted between imaging objective and
test object. They can be mounted directly in front of the lens or separately.
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Figure 3.71 (a) Coaxial diffuse light, (b) tilted camera and tilted diffuse light.

In most cases these components reduce the working distance of the imaging
objective (not, if built in the objective). Note that the necessary size of the
light source increases with a larger viewing angle of the used imaging objective
(see Figure 3.71a). Worst case is that the field of view will not be completely
illuminated.

For the use of tilted lighting it is noted that the reflection law lies down where
the lighting has to be positioned. On the other hand, the viewing angle of the
imaging objective determines the size and distance of the lighting (perspective
effect, see Figure 3.71b). The more distant the lighting, the larger the size of the
lighting has to be. And the more powerful – note the photometric inverse square
law! (see Figure 3.72)

Components

• beamsplitter units with connected diffuse area lighting
• diffuse area lighting.

How to select?

1) Determine the light color: note the interaction with the part color.
2) Determine the lighting size:

a) the beam splitter lays down the usable lighting size by the field of view of
the imaging objective

b) approximately 5 mm wider than the field of view. For entocentric objectives
note the effect of the perspective/viewing angle of the imaging objective. In
this case, the size depends on the distance of the lighting to the test object.

3) Determine the performance of the controlling technique
4) Select from catalog.
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Figure 3.72 The diffuse
incident lighting levels
differences of brightness
from tooling marks on the
test object surface: chip
sticked on to an aluminum
sheet.

3.7.4.2 Directed Bright Field Incident Light (No. 2, Table 3.14)
Directed bright field incident light is similar to the diffuse bright field incident
light. But the directional characteristic of light leads to the use for

• even illumination of parts with diffusely reflecting surfaces
• conscious utilization of reflections
• reflectant flat surfaces and deep cavities.

Arrangement

The lighting technique can be achieved with

• coaxial directed light/directed on axis light (see Figure 3.73a)
• a tilted direct area lighting component (see Figure 3.73b).

To arrange coaxial directed light, it is necessary to ensure that the optical path
of the imaging objective is almost perpendicular to the surface details that shall
be bright. Deviations of angles of a few degrees are possible depending on the
size of the illumination and the surface quality of the test object.

The arrangement of tilted direct area lighting components is strongly con-
nected with the reflecting properties of the test object, light direction, height,
and angle.

Set up and selection are similar to diffuse bright field incident light (see Section
3.7.4.1).

Components

• directed area lighting with and without polarizers
• special design as line lights to emphasize line-shaped information
• beamsplitter units with connected directed area lighting
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(a) (b)

Figure 3.73 (a) Surface check of an interference fit-pin connection with coaxial incident bright
field lighting, (b) data matrix code is recognizable at rough casting parts with directed incident
light.

Examples:

3.7.4.3 Telecentric Bright Field Incident Light (No. 3, Table 3.14)
One can consider the telecentric brightfield incident light as a special and extreme
case of the directed bright field incident light (see Section 3.7.4.2). It can be used
only under some conditions:

• check for even very small surface imperfections and inhomogeneities of spec-
ular parts: surface defects show up clearly as dark areas.

This lighting technique only works in combination with a telecentric imaging
objective.

Arrangement

The lighting technique can be achieved with

• coaxial telecentric light/telecentric on axis light (see Figure 3.74)
• a tilted telecentric lighting component.

This lighting technique needs mechanically stable conditions. The preferential
direction of telecentric light causes the extreme sensitivity of this lighting tech-
nique against changes in rotation of the part. Bear in mind that if the part tilts
with an angle 𝛼, referring to the reflection law, the light will be deflected with the
double angle 2𝛼.

For coaxial telecentric lighting it is important to hold the reflecting surface of
the test object at exactly 90∘ to the optical axis of the imaging objective. Already
a small deviation or a slightly arched test object will result in failure. The size of
the tolerated angle depends on the degree of parallelity of the telecentric light
and the quality of the telecentric objective. Typical tolerated angles for tilting are
0.5–1.5∘.

Furthermore, telecentric incident light is attached to the condition of smooth
and shiny surfaces. Roughness destroys the telecentric light by scattering. After
this diffusion the amount of reflected light toward the lens is much too small and
the image is dark.
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Figure 3.74 Influence of a tilting object using
coaxial telecentric bright field incident light.

Figure 3.75 Combination of a
telecentric lighting (right bottom)
with a beam splitter unit (middle)
and a telecentric objective (cylinder
left). (www.vision-control.com.)

Components

• telecentric lighting
• beamsplitter units with connected telecentric lighting (see Figure 3.75).

How to select?

1) Determine light color: note the interaction with the part color.
2) Determine lighting size: the beam splitter lays down the lighting size by the

field of view of the imaging objective

www.vision-control.com
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3) Determine the performance of the controlling technique
4) Select from catalog.

The example for telecentric bright field incident lighting is shown in Figure 3.76.

3.7.4.4 Structured Bright Field Incident Light (No. 4, Table 3.14)
Structure lighting is used to check 3D surface information with a projected light
pattern. The projected light on a nontransparent surface allows us to achieve
three-dimensional information using a two-dimensional sensor. By means of light
pattern one can

• check the presence of three-dimensional parts
• measure the height of one point
• measure the macroscopic height distribution along a line
• measure the microscopic roughness along a line
• measure the complete topography/flatness of a part.

The interpretation is done by mathematically comparing the projected light
structure with the deformed light structure at the surface topography of the
object [20].

The discipline of structured lighting is widely split up. Many different princi-
ples are known. Common for all is that they are number crunching and need
specialized algorithms for processing.

The achievable accuracy of the depth information depends on many factors
such as lighting technique, camera resolution, and analyzing software and others.
Generally, the resolution can be increased by using the approach of coded light.
The principle can be found in the relevant literature.

Even transparent materials can be checked with structured light. The pro-
jection of light patterns on known shaped transparent materials produces
predictable (multiple) reflections inside the materials. What is disturbing for the
light path through imaging elements (see Section 3.4 – anti-reflective coatings)
is useful for the point-shaped 3D – measurement of transparent parts. From this
it is possible to determine measures in-depth like

• thicknesses of a wall
• parallelity of planes (wedge angle)
• using the effect of multiple and backside reflections.

Figure 3.76 Highly specular surface with
engraved characters. Only at the perfect reflecting
surface parts the image is bright. Disturbing
structures destroy the telecentric characteristics
of light. So the characters appear dark.
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Arrangement

Conditions for the application of structured lighting are that

• the inspected parts have scattering and nonspecular surfaces (for surface mea-
sures)

• the inspected parts have reflecting back surface (for transparent materials)
• the inspected parts do not contain viewable undercuts (for inspection of the

whole topography). Test objects with undercuts make it impossible to assign
the projected lines from the lighting to the interpreted lines on the part.

Three basic light structures and principles are used:

3.7.4.4.1 Zero-Dimensional Light Structure (Point-Shaped) The projection of a light
point leads to the principle of triangulation. The local drift of the position of
the projected light point depending on the height of the test object gives a
point-shaped information (see Figure 3.77).

A setup made with a telecentric objective takes care of simple mathematical
relations using only angular functions.

Point-shaped
lighting

Camera

Image at the camera sensor

Δs

Δh

Δs

Figure 3.77 Principle of triangulation.
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For Machine Vision the triangulation plays only a subordinated role as an
additional information to a complex two-dimensional measuring job. The setup
with a Machine Vision system only for a point-shaped height information is
too costly.

For that purpose, complete triangulation sensors are manufactured as small
automation devices (triangulation head) comprising a point-shaped light source
(usually laser), an imaging optics, a light sensitive receiver (position sensitive
device (PSD) or CCD/CMOS sensor), and an evaluating electronics. The output
signal can be digital or analog. The working distances and measurement ranges
cover the range from millimeters up to meters. Depending on the measurement
ranges and working distances accuracies down to 0.01 mm are possible.

A good height resolution of this method can be achieved with a

• short working distance
• wide basic distance/angle (distance between lighting and receiver)
• small measuring range
• highly resolving imaging sensor
• highly resolving evaluating software
• constant reflective/scattering optical properties of the test object.

3.7.4.4.2 One-Dimensional Light Structure (Line) The projection of a light line leads
to the principle of the so-called light-slit method. The deformation of a straight
line projected at an angle on a surface gives information about the height along a
section on the surface of the test object (see Figure 3.78).

The principle was introduced by Schmaltz many decades ago for the visual mea-
surement of the microscopical surface roughnesses of parts. Today it can be used
for the check of sections of larger parts too.

3.7.4.4.3 Two-Dimensional Light Structures (Line-Grid-Shaped) The projection of
multiple parallel lines or other two-dimensional light structures allows the
evaluation of complete surfaces (see Figure 3.79). Many different procedures are
known from the literature. For the calculation of the height properties of the
complete surfaces (topography) complex mathematical algorithms are in use.

(a) (b)

Δh

Δs

Camera

Image at the camera sensor

Line-shaped
lighting

Figure 3.78 (a) Principle of the light-slit method, (b) application of the light-slit method for
the height measurement of stacked blocks.
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Figure 3.79 Principle of multiple parallel lines.

Components

• diode lasers with beam shaping optics of various shapes provide almost
distance-independent measures of light geometry with structure widths down
to 0.05 mm.

• LCD projectors with adaptable light and intelligent sequences of light Struc-
tures.

3.7.4.5 Diffuse Directed Partial Bright Field Incident Light (Nos. 1 and 2,
Table 3.14)
This group of lighting can be considered as a sub-category of bright field incident
light, because the result at the imaging sensor looks similar. The effects are made
by the scattering surface of the part.

From the exact definition (see Section 3.7.3.3) it is an actual dark field illumi-
nation. Partial bright field lighting is used for

• homogenous illumination of three-dimensional parts
• illumination of larger parts with wavy or crushed surface
• emphasizing cracks at angled convex and concave surfaces
• selected lighting to produce shadows from edges and steps
• reduction of shadows and softening of textures on even surfaces
• minimization of the influence of fissures, dust and faults.

Arrangements and Components

The result of this lighting technique strongly depends on materials, positions, and
angles (see Figure 3.80). With reference to the reflection law, one can adapt the
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Figure 3.80 Relationships for distances, angles, and focal lengths of partial bright field
components.

brightness and brightness distribution on the illuminated surface in combina-
tion with

• moving the lighting along the optical axis (changing distance)
• choosing light directions of the component (directed light, directed light with

fresnel lens, diffuse light)
• choosing the light emitting diameter of the component
• changing the focal length of the imaging objective.

3.7.4.5.1 Ring Lights The use of ring lights combined with diffuse reflect-
ing/scattering surfaces are a common and universal lighting technique for partial
bright field illumination. Depending on the parts, geometrical shadows can
occur. To control the light distribution, models are available with direct light
emission, with included fresnel lenses, with diffusors, and with polarizing filters
(see Figure 3.81).

3.7.4.5.2 Lighting with Through-Camera View This kind of lighting is the plane
extension of conventional ring lights but the emitting light surface is much larger.
This ensures that even slightly crushed surfaces are illuminated homogenously.
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(a) (b) (c) (d)

Direct Diffuse Focussed

Figure 3.81 Light emission from ring lights, (a) direct emission, (b) diffused emission, (c)
focused emission, (d) different models of LED ring lights. (www.vision-control.com.)

(a) (b)

Camera

Lighting with through-camera view

Figure 3.82 (a) Principle of a lighting with through-camera view. (b) Lighting component with
through-camera view. (www.vision-control.com.)

For scattering surfaces, directed light emitting models can be used and for
greater uneven and moderately formed parts the diffuse light emitting models.

Typical application of lighting with through-camera view are in robotics and
the packing industry (see Figure 3.82).

3.7.4.5.3 Superdiffuse Ring Lights and Shadow-Free Lighting The most extreme case
of a diffuse incident lighting is a shadow-free lighting. These lighting compo-
nents are not only extended in the plane but also in depth. This makes sure that
structures in depth are illuminated too. The light emitting area is represented
from almost the whole half-space of incident light (see Figure 3.64). This can be
achieved by an emitting cylinder with a special reflecting covering area or with a
half-sphere construction, the so-called cloudy day illumination or a dome light-
ing. This provides light from all angles of the top half sphere (see Figure 3.83).

Furthermore, these lighting are characterized by a hole in the top of the camera
to look through. Especially shiny parts will answer this construction with a dark
spot in the center of the image (the camera observes itself ). To avoid this one
can combine a shadow-free lighting with a brightness adjusted coaxial incident
bright field lighting (see Section 3.7.4.1) that compensates the dark spot from the
camera side.

www.vision-control.com
www.vision-control.com
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(a)

Camera

Shadow-free
lighting

(b)

Figure 3.83 (a) Principle of a shadow-free lighting, (b) dome light components. (www.vision-
control.com.)

Shadow-free lighting is used for homogenous lighting of larger uneven and
heavily formed and deformed parts. There is no hard influence of reflection
or scattering: the overlay of the macrostructure (the shape of the object) and
microstructure (surface imperfections) superimposes and the homogeneity
increases more with every diffuse reflection. Almost each object can be illu-
minated homogenously. This eliminates shades and reflections, smoothes the
textures, and diminishes the influence of dust, reliefs, and curvatures.

This kind of lighting technique needs to be very close to the object in order to
the function based on their principle.

How to select?

1) preliminary selection of ring light, lighting with through-camera view,
superdiffuse or shadow-free lighting

2) determine light color: note the interaction with the part color.
3) determine lighting size

a) ring lights, lighting with through-camera view, superdiffuse lighting: note
the reflections (micro and macro). Where must the lighting be positioned
that the reflected light meets the viewing angle of the imaging objective?
Take the whole light emitting area into account (see Figure 3.80).

b) shadow-free lighting: ensure that a very short working distance is possible.
Choose the diameter of lighting no larger than half of the the cylinder or
half sphere. Prefer longer focal length for better homogeneity on the edges
of the field of view.

4) Determine the performance of the controlling technique
5) Select from catalog.

www.vision-control.com
www.vision-control.com
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Figure 3.84 Detection of cracks in a
forged shiny ball joint for steering
systems. The use of a shadow-free
lighting is the only way to check
these safety relevant parts with a
step-by-step rotation of only three
steps of 120∘.

(a) (b)

Figure 3.85 Reading characters on knitted surfaces, (a) conventional diffuse lighting with low
and strongly changing contrasts, (b) shadow-free lighting ensures a contrastful and
homogenous image.

The examples are shown in Figures 3.84 and 3.85.

3.7.4.6 Diffuse/Directed Dark Field Incident Light (Nos. 5 and 6, Table 3.14)
Dark field incident light is created if the lighting is positioned in a place that the
imaging objective cannot see. A perfect even surface will appear dark and only
elevations and deepenings appear bright due to scattering (see Figure 3.70).

Scattering and diffuse reflecting surfaces produce lower contrasts than a shiny
or specular one. In addition, the dark field lighting technique is sensitive against
dust, dirt, and fibers. These disturbances appear in the same way like structures.
Dark field incident light is used for the following:

• emphasizing contours, shapes, structures, textures, edges
• emphasizing structural imperfections (scratches, corrugations, cracks)
• emphasizing single details
• surface defect detection
• make viewable embossed or engraved contours like characters of OCR/OCV
• lighting with high contrast at opaque objects; especially flat ones gives the sil-

houette/contour of the object
• translucent objects: they become transparent and the upper and lower surfaces

cannot be separated
• creating contrast with embossed or engraved surfaces and for distinguishing

surfaces of differing texture (laser-etched symbology).
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Arrangement

The arrangement of dark field lighting components is strongly connected with
the reflecting properties of the test object, the light direction, height, and angle.
The farther the object, the smaller the dark fieldeffect appears (see Figure 3.86).
That is the reason why dark field illuminations work always with short distances
to the part (down to a few millimeters).

The width of the dark field effect (bright lines and areas) depends on the quality
of the edges and the degree of the direction of light [29]. A sharp physical edge
produces a thin reflected light line in cooperation with a directed dark field
illumination. A well-rounded edge will produce a broad one (see Figure 3.87).
That is the span. On the other hand, the width of the light emitting ring deter-
mines the width of the bright line. Narrow rings produce thin lines and wide
rings produce broad lines.

(a) (b) (c)

Figure 3.86 The effect of dark field illumination in dependence of different distances to a test
object with needled data matrix codes. (a) Lighting is laying on the part surface. (b) 15 mm
distance. (c) 30 mm distance.

(a) (b)

Dark field ring lighting

Camera Camera

Figure 3.87 Principle and path of rays of a dark field incident ring light, (a) sharp edged part,
(b) well-rounded edged part.
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Figure 3.88 Streaking light from left.
The directed area lighting component
at large angle emphasizes left vertical
edges using the dark field effect.

Conventionally, the dark field illumination components are realized as ring
lights for a rotation-independent lighting. If the rotation of the part is known,
a directed lighting component can be used for the technique of dark field
lighting too. The so-called streaking light works as a dark field lighting too
(see Figure 3.88).

A possibility of adapting the structure of a dark field ring light to the necessities
of the shape of the test object is to use an adaptive lighting (see Section 3.8.2.5).
Sectors can be switched on or off or the illuminating sector can walk around.

Tip

Directed dark field incident light is often used for surface inspections. The
dark field effect of scattering light will be better when light with shorter
wavelength is used. That is why a blue lighting will emphasize scratches
better than a red one.

Components

• specialized dark field ring lights
• directed area lighting (for streaking light)
• spot lights (for streaking light).

How to select?

• Ensure that a short/very short working distance is possible.
• Determine light color: note the interaction with the part color.
• Determine the illuminated area
• Determine the performance of the controlling technique
• Select from catalog.

The examples are shown in Figure 3.89.

3.7.4.7 The Limits of the Incident Lighting
The application of incident light is connected with a few limitations. This should
be known to avoid from bad surprises. All incident lighting live from the reflect-
ing and scattering properties and the shape and outer contour of the part. Note
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(a) (b)

Figure 3.89 (a) Engraved numbers in a specular metal plate, (b) embossed characters on a
plastic part.

that all checked parts are different and – imperfect! The consequences are no
perfect reflections, no perfect scattering as estimated, and no realistic shape or
contour as expected!

Some of the influencing factors of edges found in different places can be (see
Section 3.4.1):

• changed manufacturing procedure
• different position/rotation of parts (varying reflections or scattering)
• wear out (cutting) tools (see Figure 3.27)
• instable porous surfaces
• torn edges
• rounded edges
• contamination.

Example stamped parts: parts that are cut with a new and a wear out cutting
tool look totally different (edges). The mechanical function of the part for the end
user may be right, but the light reflecting properties with the incident light are
drastically different.

All this and much more influences on the place where transitions of bright-
ness are found in the image. Note this fact and take it into consideration when
ascertaining if measurement with the incident light is required (see Figure 3.90).

Tip

Avoid using the incident light for measuring jobs with Machine Vision in
any case. The accuracy of measurement obtainable within the range of sev-
eral to a great many pixels is totally dependent on the microgeometry of
the part. (see [19, Bl. 6.1, p. 10])

3.7.4.8 Diffuse Bright Field Transmitted Lighting (No. 7, Table 3.14)
This lighting technique provides good contrastful images. It finds use as follows:

• in opaque parts
• flat to very flat parts gives almost perfect transition from bright to dark (foils,

seals, stampings).
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(a) (b)

Figure 3.90 (a) Course of parallel incident light at a typically shaped edge (microstructure:
broken edge) not all light can return to the objective on the top, (b) apparent differences at
one part (glass plate with chamfer) illuminated with incident light (top) and transmitted light
(bottom). With incident light the complete part is not viewable.

Transparent parts give lower contrasts. The more transparent the parts are the
smaller the contrasts become. Three-dimensional parts can cause problems due
to reflections from the side wall areas. This results in edge transitions with shapes
that are difficult to interpret from the software.

Arrangement
The mounting is directly on the opposite side of the imaging objective (see
Figure 3.91). No special requirements for the orientation of the lighting are
needed. The distance between part and lighting should be larger than the depth
of focus (no imaging of dirt and dust).

Components

Diffuse area lighting (see Section 3.7.4.1).

Camera

Test object

Diffuse
lighting

Figure 3.91 Principle of diffuse bright field transmitted lighting.
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How to select?
1) determine light color: monochrome camera: color almost does not matter –

Note the spectral response for the brightest appearing color. Color camera:
white.

2) determine lighting size: Approximately 5 mm wider than the field of view. For
entocentric objectives note the effect of perspective/viewing angle of the imag-
ing objective. In this case the size depends on the distance of the lighting to
the test object.

3) Determine the performance of the controlling technique
4) Select from catalog.

The examples are shown in Figure 3.92.

3.7.4.9 Directed Bright Field Transmitted Lighting (No. 8, Table 3.14)
This relatively seldom used lighting technique needs translucent parts to homog-
enize the light. Otherwise, the structure of the light source(s) overlays the test
object structure. It makes use of different material distributions inside the part
(see Figure 3.93). It can be used for
• checking the completeness of translucent parts
• targeted lighting of deep holes, small slits, and clefts where diffuse or telecen-

tric lighting fails.

Arrangement
Ensure that the light sources inside the lighting component are not viewable for
the camera. Avoid overexposure!

Components
Directed area lighting (see Section 3.7.4.2).

How to select?
1) Determine light color: For translucent parts use the same color as the part.

These wavelengths can pass best. For holes and clefts use the most effective
wavelength to the sensor.

(a) (b)

Figure 3.92 (a) Lead frame silhouette, (b) inspection of a filament inside the glass bulb.
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Camera

Test object

Diffuse
lighting

Figure 3.93 Principle of directed bright field transmitted lighting.

Figure 3.94 Green diffuse transparent
molded packaging part illuminates
from back with a green directed bright
field transmitted lighting to check the
completeness of molding. This lighting
technique gives a much more
contrastful image than the incident
light.

2) Determine lighting size: Approximately 5 mm wider than the field of view. For
entocentric objectives note the effect of perspective/viewing angle of the imag-
ing objective. In this case, the size depends on the distance of the lighting to
the test object.

3) Determine the performance of the controlling technique
4) Select from catalog.

The example is shown in Figure 3.94.

3.7.4.10 Telecentric Bright Field Transmitted Lighting (No. 9, Table 3.14)
This introduction of this lighting technique in the beginning of the 1990s revolu-
tionized the accuracy of Machine Vision. The imaging of extremely well-shaped
silhouettes and contours became possible. Together with telecentric objectives,
the telecentric bright field transmitted lighting can be used for
• contrastful illumination of transparent to opaque 3D objects
• providing sharp edges even from shiny spherical and cylindrical parts
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• applications where accuracy and reliability of results is needed
• very good suppression of extraneous light
• very homogenous and high contrasted illumination of transparent and opaque

parts.

Arrangement

Telecentric lighting can work only in combination with a telecentric lens (see
Section 3.7.3.1). A parallel assembly of both (objective and lighting) is needed.
Deviations of approximately < ± 1∘ are typically allowed. Connected with this
demand is to ensure that the components are mounted vibration free.

The distance between telecentric objective and telecentric lighting does not mat-
ter. The distance between the test object and telecentric lighting should be
adjusted so that no dust at the lens surface of the lighting is viewable (distance
approximately 3× larger than the depth of focus of the objective).

Figures 3.95 and 3.96 demonstrate the effect of conventional lighting components
in comparison with telecentric lighting. The right coordination of the lighting
and imaging system apertures determines the position of the edge. Telecentric
lighting ensures independent edge location.

Occasional problems crop up with lighting for parallel walled parts. If the wall
is shiny and the part axis is not parallelly arranged to the axis of the imaging
objective disturbing reflections can occur. In some cases help the change of the
lighting method and the use of diffuse lighting.

If the part is tilted, even the use of telecentric components does not help to avoid
measuring errors. Only the projection of the part is viewable (see Figure 3.97).
The deviation depends on the depth of the part and the tilting angle.

Flat parts:

Following Abbe’s comparator, principle errors of the second order will occur.
Seemingly, the parts become smaller if they are tilted (see Figure 3.97a):

L = L0 − [L0(1 − cos 𝛼)]

(a)

(c)
(b)

Diffuse
lighting

Diffuse
Telecentric

PixelsDiameter

Diffuse (to small)

Telecentric (real)

Test object Telecentric
objective

Telecentric
objective

Telecentric
lighting

Gray
value

Camera

Camera

Test object

Figure 3.95 Course of light on the surface of a shiny cylinder: (a) with diffuse transmitted
light, (b) with telecentric transmitted light, and (c) course of gray values at the image sensor.
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(a) (b)

Figure 3.96 Shiny cylindrical metal part imaged with a telecentric objective. (a) With diffuse
transmitted lighting: the large lighting aperture causes undefinable brightness transitions
depending on surface quality, lighting size, and lighting distance. (b) With telecentric lighting:
the small lighting aperture guarantees sharp and well-shaped edges for precise and reliable
edge detection.

(a) (b)

L0

L

L

T

α

α

L0

Figure 3.97 Tilting and projection leads to changed results in the projection. (a) Flat part (2D).
(b) Deep part (3D).

with

L0 being the original length of the part,
L the apparent length, and
𝛼 the tilting angle.

For Machine Vision, applications can be neglected angles < |3∘|.

Deep parts:

In this case, errors of the first order occur. Seemingly the parts become larger if
they are tilted (see Figure 3.97b):

L = L0 − [L0(1 − cos 𝛼)] + T sin 𝛼
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with

L0 being the original length of the part,
L the apparent length,
T the depth of the part, and
𝛼 the tilting angle.

This effect is also present for small angles and becomes larger with an increasing
depth of the object. The consequence for the brightness transition at the sensor
are unsymmetrical edges (note the processing by the software).

Components

Telecentric lighting (see Figure 3.98)

How to select?

1) Determine light color
(see Section 3.7.3.1). Color cameras should use white light.

2) Determine lighting size
corresponding to the field of view of the telecentric objective. Note that the
size has to be larger than the outside measures of the test object (parallel chief
rays).

3) Determine the performance of the controlling technique.
4) Select from catalog.

Examples are shown in Figure 3.99.

3.7.4.11 Diffuse/Directed Transmitted Dark Field Lighting (Nos. 10 and 11,
Table 3.14)
This lighting technique works only for transparent or strongly translucent parts.
To see the bright reflexes at the edges of the backside it is necessary that the

Figure 3.98 Telecentric
lighting components of
different sizes. (www.vision-
control.com.)

www.vision-control.com
www.vision-control.com
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(a) (b) (c)

Figure 3.99 (a) Quality check for a shiny milled part. (b) Diameter measurement of glass rods.
(c) Check of completeness of sinter parts.

Camera

Dark field ring lighting

Figure 3.100 Principle of
diffuse/directed transmitted dark field
lighting.

lighting components are mounted behind the part and the light can pass the
part. These are the conditions for the function (see Figure 3.100). Otherwise, this
method does not work.

It is applicable to similar kind of parts like for diffuse or directed incident dark
field lighting (Section 3.7.4.6). Only the structures at the backside of the part
become visible.

Arrangement, Components, How to Select?

Same statements as diffuse/directed incident dark field lighting (Section 3.7.4.6).

3.7.5 Combined Lighting Techniques

The lighting techniques mentioned above are systematically derived from all fea-
sible arrangements of the practice. Each lighting technique was regarded individ-
ually.

Realistic parts from industrial processes are often complex. The necessary areas
to illuminate covers. However, some lighting techniques are mutually exclusive,
or they include different features that cannot be illuminated with only one light-
ing or one lighting technique.
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In those cases it is impossible to apply a pure lighting technique. Compromises
and combinations must be made.

a) Individual lighting for each feature.
The simplest but neat variation is to use individual and separate lighting for
each feature. It is costly and takes time, because all features are processed one
after the other. This is only possible if there are no time limitations. Image
acquisition with many cameras or moving the camera with a handling system
is necessary for optimal optical and lighting conditions.

b) Classify lighting situations.
More effective is it to use one lighting technique for all similar lighting sit-
uations. Image acquisition in combination with a handling system is needed.
Repetition must be made for the other lighting techniques in the same manner.
It is as time consuming as the variation (a).

c) Different lighting techniques in sequence.
Use a long exposure time and switch through sequentially all necessary light-
ing within the exposure time of one image. This method is applicable only if
all used lighting techniques are feasible in one view.

d) Change the lighting technique within the lighting component.
Use of an adaptive lighting (see Section 3.8.2.5) that can change the light struc-
ture and direction sequentially from image acquisition to image acquisition or
within one image acquisition.

To select the best variation from (a) to (d) note the mutual influence of lighting.
To use all lighting techniques together is impossible almost in every case.

And the rest of lighting jobs? Some lighting problems are not solvable. They
cannot be solved, particularly if the expected lighting technique is refused under
the predetermined mechanical and arrangement conditions. For example, it is
impossible to apply a dark field illumination if the minimal possible distance from
the object to the lighting is, let us say, 200 mm.

Among the experts are the well-known challenge cups. These are jobs that
circulate in the market and come up from time to time, because nobody could
solve the problem. Unexperienced personal will try many times and put in much
energy, time, and money to find a way. Frustration will be the result. But to
recognize the limits is not to learn – it is only to experience.

However, keep in mind the high performance of the human eye. And again and
again the lighting engineer will ask the question: Why does the machine not see
what I can see?

3.8 Lighting Control

Deduced from the demands on Machine Vision lighting (see Section 3.2) and the
outstanding properties of LEDs for an easy lighting control (see Section 3.3.3.5)
the following comments are made for LED lighting components. In some points
they can be transferred to other kind of lighting.
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3.8.1 Reasons for Light Control – The Environmental Industrial Conditions

Besides emphasizing on desired details, the aim of a Machine Vision lighting is
to be, as much as possible, independent of disturbing and influencing factors (see
Section 3.7.2). Many of them can be lined out by controlling the lighting such as

• voltage variations (instable light)
• machines running with asynchronous cycle times (triggering lighting)
• fast running machines (avoid motional blurring with flash light)
• inspection of different parts/changing the light distribution (adaption of light

to the part)
• coordination of different lighting (switchable lighting)
• switching of dangerous lighting
• dynamic response (no delay or afterglow allowed)
• adaption to space limitations (using deflection, long distances)
• disturbing light (reflexes, ambient light).

3.8.2 Electrical Control

3.8.2.1 Stable Operation
Only in a few cases single LEDs work in lighting components such as in telecen-
tric lighting or coaxial lighting for microscope. But even these LEDs need stable
operation.

The required high luminances and illuminances require interconnection of
many LEDs. Note that the large area lighting need a few hundred up to a few
thousands of LEDs.

If LEDs are combined in series connection typical voltages in industry from 12
to 24 V are rapidly exceeded. This limits the length of the chains, because all LEDs
operating with the same current brightness differences occur due to different for-
ward currents of each LED. One single-defect LED puts the whole LED chain out
of action. A positive feature of this are small operating currents.

If LEDs are working in parallel connection rapidly high currents occur. The
nonlinear characteristics of the LEDs cause additional problems for a homoge-
nous brightness. Small operating voltages are advantageous.

It is an art to find a matching combination of series (chains) and their parallel
connections. Different possibilities are given (see Figure 3.101):

1) serial connection
2) parallel connection of single LEDs without series resistor

• used for low-cost lighting
• strong inhomogeneity of brightness

3) parallel connection of chains with resistor
• compensation of different currents possible.

Different LED substrates (LED colors) have different current–voltage charac-
teristics. This makes it impossible to work with those constructions in a color
mixed mode (see Figure 3.102).

Additionally, the manufacturing data of the LEDs are not stable so that they
even differ in their forward voltage for one model (see Figure 3.103):
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(a) (b) (c)

I

U1 U2 U3

U

I3I2I1

U

l2l1

Figure 3.101 Possible LED connection: (a) series connection, (b) parallel connection, (c)
parallel connection with series resistors.
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Figure 3.102 Current–voltage characteristics of different LED substrates (colors).

To know this structure gives the best base for a defined control. LED lighting
with defined control use classified and sorted LEDs (according to the character-
istics). This is expensive but precise. Furthermore, an individual series resistor
per chain is integrated. This limits small differences of the forward voltage but
produces additional dissipation power and, therefore, heat. A wide voltage range
input 10–30 V DC rounds up the stabilization.

Knowing the condition that LEDs work most effectively if they are cold and
that overheating reduces the lifetime and increases aging and brightness drift
(see Section 3.3.5.2 and Figure 3.22), it is desirable that lighting operates cold.
This can be achieved with a built-in current control circuitry. This compensates
the loss of brightness caused by increasing temperature. So, the current con-
trol works as a brightness control and is the basic equipment for all controllable
lighting.
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Figure 3.103 Classes of forward voltages for red LEDs [6].

Tip

Details about the quality of the temperature compensation and thus for a
stable function gives the temperature coefficient of the illuminance (inci-
dent light) or the luminance (transmitted light). A good lighting for indus-
trial use should have a coefficient of only a few tenth percent per Kelvin
(−0.4%,… , 0.4%∕K).

Many simple casted LED arrays without housing do not use a controlling
circuitry, a thermal compensation, or overvoltage protection. The consequence
is that each small change of the supplying voltage is passed through directly in
a change of brightness. These lighting need a good stabilized and costly power
supply.

The application is to recommend to refrigerate these lighting and to use it only
in a switch mode. The continuous operation with full capacity slowly destroys the
lighting.

3.8.2.2 Brightness Control
To adapt the brightness on the test object, it is necessary to adjust the brightness
of the lighting. This does not mean a change of the supplying voltage. For indus-
trial use this must be done on a separate input. Basically, two possibilities are in
use:
• brightness adjustment with potentiometer. This can be done manually.
• brightness adjustment with typical voltages between 0 and 10V DC.

This needs an additional controlling voltage. 0V means dark and 10V means
maximum brightness. So the lighting can be controlled (brighter, darker) and
more. They can be switched on/off from a distance. For steady maximal light
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output the controlling input channel can be connected with the supplying voltage
level. Most lighting permits this.

Typical delay times from connecting the controlling voltage to the light effect
are a few milliseconds. Using the power supply input for switching on/off this
takes approximately 10–20 times more.

3.8.2.3 Temporal Control: Static-Pulse-Flash
Due to their electrical properties, LEDs can be modulated up to the megahertz
range. Independent of the adjustment of brightness they can operate in three dif-
ferent operation modes:

• Static mode: the LED current either changes slowly or not at all.
• Pulse mode: switching the LED with nominal current in time periods >100 μs.
• Flash mode: overload the LED for very short time periods <100 μs with up to

10-fold nominal current (see Figure 3.17). Some models allow flash times of
smaller than 0.5 μs. The controlling unit ensures the right pulse duty factor to
protect the LED chip from thermal destruction.

The lighting component for static lighting is simply made with or without a cur-
rent/voltage stabilization. If they are misused to switch that can cause delay time
from switching to full/no brightness of a few up to a few hundred milliseconds.
The concrete value depends on the model.

Pulsed lighting or controlled lighting are equipped with a separate pulse input.
The included controlling electronics ensures a fast reaction from pulse to light.
Typical delay times are in the range of microseconds. Minimal light pulse widths
of 10 μs are possible. The triggering pulse can use TTL or PLC level.

Flash lighting electronics are more complex. A few of flash lighting components
use a constant power integral circuitry. This means a constant exposure indepen-
dent of the chosen flash time. The shorter the flash, the more powerful it must
be. The adjustment of the flash time can be fixed, adjustable with potentiometer,
with DIL switches or with a bus interface connection. Flash times shorter than
5 μs make great demands on the energy storage in the lighting and the driving
electronics and make those components very expensive apart from the ambitious
synchronization that is needed to coordinate all optical hardware and software
processes and EMC problems.

Typical delay times from flash trigger impulse to light are 10 μs. Trigger
impulses use TTL or PLC level. The controlling unit includes a circuitry to
keep the requirements for the pulse-duty factor. This ensures stable lighting and
protect the LEDs. Typical are 100 Hz for full load. The temporal variation from
one flash to the next is less than a microsecond.

The construction of flash lighting components can be different. Some of them
have built-in flash controller, and some of them use external control boxes. The
disadvantages of external controllers are the influence of interferences and addi-
tional delays.

Some demands that one should make on flash lighting:

• short delay, raise, fall times inside the flash
• flash recurrence rate > frame rate of the used camera
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• EMC capable
• long lifetime
• low loss of brightness beyond the lifetime (no compensation possible!)
• changeable flash time at constant light energy
• changeable flash brightness without change of flash time.

Modern lighting components allow all operation modes in one lighting com-
ponent. The operation modes (static, pulse, flash) are electrically adjustable even
during operation. The brightness control can be made with a bus interface, digital,
analog, or manual. Some components save the lighting settings even at a power
failure. An integrated temperature/current measurement at the LED module pro-
vides the automatic tracking of optical power parameters.

3.8.2.4 Some Considerations for the Use of Flash Light
The short light pulse width of flash lighting makes them an excellent choice for
applications where stop motion is required, such as for high-speed inspections. A
flash lighting can be used to freeze a part on a production line as it passes under a
camera for inspection. The consistency at which the flash lighting can be triggered
is also a major benefit in these applications (see Figure 3.104).

The use of flash light enables shorter exposure times (down to 1/200 000 s)
than the preset from the imaging sensor (typically 1/30 000–1/60 000 s) is given.
Furthermore, it is possible to flash into the standard exposure time for sensors
that do not have a shutter. Sensors with rolling shutter technology are not
suitable for the combination with flash lights – progressive scans are required
for that.

Last but not least are flash lighting (and short exposure times) suitable to sup-
press the influence of ambient light. This needs a few times higher light energy of
the flash than the ambient light.

From the theory, it can be seen that flash applications are possible for both, for
incident and transmitted light. Note the reflectance of the test object (see Section
3.4.1.2). The limited reflectance of many real parts makes it impossible to use the
incident flash light. The amount of the reflected light is simply too small. Flash
light applications with the transmitted light work generally reliably.

Figure 3.104 Edge triggering with
very low delay times allow us to
achieve flashes from 0.5 to 100 μs
that are able to image blur free
object speeds up to 30 m s−1. The
image shows ink drops that are
injected under high pressure.
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Motional blurring is the effect that the part moves during the exposure or flash
time. It can be caused by

• movement of the part during the exposure time
• movement of the camera during the exposure time (vibrations)
• too long exposure time
• too long illumination time (flash time).

Tip

In general, a motional blurring of one pixel in the image is accepted for
sharp imaging (exceptions possible).

The size of motional blurring can be determined by

MB = sexp∕PR = sexp ⋅
no. of pixels

FOV
with

MB being the motional blurring in the image,
sexp the movement of the part during

the exposure time/flash time,
PR the pixel resolution,
no. of pixels the used number of pixels of the sensor,

in the direction of the movement of the part, and
FOV the length of the field of view of the camera

in the direction of the movement of the part.

The above formula illustrates that a better pixel resolution makes an application
more sensitive against motional blurring. To avoid this is to shorten the exposure
time and/or the flash time.

A remark on brightnesses. Based on the demand for a constant exposure H =
E ⋅ t (see Section 3.5.7) it is necessary for reaching the same brightness in the
image to increase drastically the lighting power (illuminance E) if a flash lighting
is used. To generate the same brightness in the image (constant f -stop number),
the following exemplary relations are valid:

Exposure time/flash time Necessary illuminance
(for the time of exposure)

Static light 1/50 s= 20 ms 2000 lx
Flash light 1/20 000 s= 50 μs 800 000 lx

The example shows that the need for such high illuminances can be satisfied
only for short times and only from flash light sources.

The demands for enough flash light energy are often connected with the
demands for a large depth of focus (see Chapter 4). The connections are shown
in Table 3.12 in Section 3.5.7. A stronger closed f -stop for a larger depth of focus
will again increase the demand for more light. One larger f -stop number means
the need for the double amount of light.
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The synchronization of flash lighting is a complex field connected with the
cooperation of

• trigger sensors and PLC of the machine
• vision system
• flash lighting
• camera
• software.

These connections do not make it easy to investigate problems. Components
are often made by different manufacturers and the necessary information of the
internal function of the components is not available. That is why only a few influ-
encing factors can be considered at this point. Condition is a precise enough
positioning of the test part. The worst case conditions for the whole machine
should be considered.

Three synchronization possibilities are given as follows:

a) flash time > shutter time → safe, but loss of light energy,
b) flash time = shutter time → not stable working by varying time components,
c) flash time < shutter time → most effective, but needs perfect synchronization.

Case (c) is the most interference free (and demanding). The light pulse has
to flash match into the short time window of the light sensitive phase of the
imaging sensor (shutter time).

Figure 3.105 shows a typical succession of processes that are to synchronize. A
trigger pulse is given from a sensor in the machine. This information is trans-
ferred through the PLC (delay!) to the trigger input of the vision system. The
vision system processes this information with their software (delay!) and sends a
trigger pulse to the flash light (or to the PLC that triggers the flash light (delay!)).
Considering the delays up to the start of the light sensitive phase of the camera
the image acquisition (including short shutter time) is started. After finishing the
light emission of the flash light the camera shutter is closed.

To achieve stable time conditions for synchronization it is necessary to know
the time response of the whole system. Especially unregular processes causes
problems of synchronization. This includes the mechanical synchronization of
the machine too. Reasons for time problems can be

• variable/unknown moments of the trigger impulses
• undefined time response of the controlling unit (PLC, etc.)
• variable/unknown delay times (vision system, flash lighting, camera, PLC)
• variable/unknown flash times (flash duration, constancy)
• variable/unknown shutter times (camera)
• start of image acquisition to early or to late (vision system, camera)
• variable/unknown signal runtimes in the machine.

To get down to bedrock the problems of synchronization it needs special equip-
ment (oscilloscope, optical detectors (for short light pulses), background infor-
mation to the components and …perseverance.
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Figure 3.105 Time diagram of the connected processes during flash light synchronization.

How to select a flash lighting? – A rough estimation:

1) Find a matching lighting technique (see Section 3.7):
lighting check with static light: possible or impossible?

2) Determine light color:
note the interaction with the part color.

3) Determine lighting size
4) Lighting component available as pulsed or flash model?
5) Time and brightness considerations (strongly depends on design):

incident light with flash light: shorter flash times than 1/10 000 s are mostly
problematic
incident light with pulsed light: shorter flash times than 1/2000 s are mostly
problematic
transmitted light with flash light: possible up to 1/200 000 s
transmitted light with pulsed light: approximately possible up to 1/20 000 s

6) Flash repetition rate attainable (strongly depends on design)
7) Select from catalog.

3.8.2.5 Temporal and Local Control: Adaptive Lighting
Traditional lighting components suffer from the fact that they are selected for
one special purpose. Once selected only little possibilities modify the use.

Adaptive lighting extends these possibilities. Temporal, local, and spectral are
all participating light sources (above all LEDs) separately controllable per soft-
ware [21]. The individual adjustment of local illumination parameters (duration
and moment of emission, brightness, wavelength) provides application of specific
lighting. This leads to the following advantages:
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• different lighting modes in one lighting (static, pulsed, flash)
• very fast automatic lighting control
• state enquiry possible (e.g., failure check for single LEDs)
• simple adaptation of lighting to changing products
• treating the lighting component as an automation device
• no sensitive electromechanical adjustment elements

Some examples for the wide use of adaptive lighting are

• compensation of the natural vignetting of objectives (cos4 brightness decrease,
see Figure 3.108a)

• avoidance of reflections from the test object (see Figure 3.108c)
• homogenous lighting of three-dimensional structured objects (see

Figure 3.108b)
• light structures for transmitted lighting
• adaptation of the illuminating wavelength/color mixture to the color of the test

object.

Adaptive lighting are based on complex drives (see Figure 3.106). They are
equipped with wide range voltage input, they are switchable and flashable. Flash
times and brightnesses can be saved resident in a memory. Basic structures are
adaptive base modules (ABM) with on-board-electronics including interface for
control per software or keystroke. The base modules can be combined just as
you like. This opens up total new possibilities to combine them in (almost) every
shape and realize all lighting techniques.

The temporal and local and brightness control of each single LED is done with
pulse width modulation (PWM).

Above all there are two procedures for the input of the lighting parameters
(light patterns and times) for adaptive lighting:

• manually by keystroke: using the keys at the housing of the adaptive lighting
components

• by programming (see Figure 3.107): this can be done from a user interface or
directly from a vision system.

10–30 VDC Closed loop
power supply

Micro
controller

ABM ABM

ABM ABM

+ –

Computer

Trigger

Figure 3.106 Block diagram of adaptive lighting.
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Figure 3.107 Windows user interface for programming an adaptive lighting. The brightness
and flash duration of each single LED can be selected and adjusted by a mouse click. The
demonstrated light pattern can be used for vignetting compensation. (www.vision-control.
com.)

(a) (b) (c)

Figure 3.108 Different programming examples of a diffuse adaptive area lighting: (a)
correction of natural vignetting of an objective, (b) and (c) compensation of reflexes at shiny
parts. (www.vision-control.com.)

During operation the light pattern information is sent from the vision system
to the adaptive lighting through an USB or Ethernet interface.

All kind of lighting components can be designed as adaptive lighting. Tenden-
cies for the future are adaptive lighting that adapts automatically to the lighting
situation (Figure 3.108).

3.8.3 Geometrical Control

3.8.3.1 Lighting from Large Distances
Except the fact that some lighting techniques need special distances and strongly
determine the image of the test object (see Section 3.7), two general lighting
situations influence the lighting from large distances:

www.vision-control.com
www.vision-control.com
www.vision-control.com
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a) incident light
or

b) backlight

For the use of the incident light shows the existence of the photometric inverse
square law (see Section 3.5.2) that it is a difficult assignment to illuminate a part
from large distances. In addition some of the lighting techniques cannot work
from a distance by their principle.

If they can work by their principle, the effect of darkening for larger distances
can be compensated as follows:

• Use of a more powerful lighting.
Note: To compensate the reciprocal square reduction it is necessary to increase
the power exponential! For the replacement consider the limits of different
light sources. Not all substitute light sources allow all kinds of lighting tech-
niques!

• Opening the f -stop from the imaging objective.
To open the f -stop one step means that the double luminous flux can pass the
objective. Two f -stop steps mean four times more luminous flux and so forth.
Use this option only if the application allows the subsequent change (reduc-
tion) of the depth of focus.

• Extending the exposure time of the camera.
To double the exposure time means that the double quantity of light can be
collected from the image sensor.
Use this option only if the motional blurring of the test object at the image
sensor is smaller.

• Removing light absorbing filters if possible (think of the optical consequences).
• Using another wavelength of light that is more effective for the image sensor

(see Section 3.3.2).
Note the effects that happen in interaction with the test object (see Section 3.4).

• Using a objective with a higher light intensity.
This option is effective only if the application can work with a open f -stop at
the objective. Note that the depth of focus is reduced in this case as much as
possible.

• Using a higher sensitive camera.
• Increasing the gain of the camera (notably noise, nonlinearities, etc.)
• Using highly robust software algorithms that can process a wide range of gray

values.
• Using another lighting technique if all mentioned above measures do not help.

For backlight applications, a longer distance between lighting and test object
does not have an influence on the image brightness because of the constancy of
luminance. Prolonging the distance of the lighting can have an effect on

• the complete illumination of the field of view of the camera objective when
using a lens with perspective properties. Compensate it with a larger lighting
component.

• changed reflections at the test object because of three-dimensional structure
of the part (interaction part – light).
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3.8.3.2 Light Deflection
Not all applications and machine environments possess a simple structure. They
are adapted to complex industrial manufacturing processes. Machine Vision is
usually only an add-on device that controls. The consequence for mounting the
components is often a limited space.

It is known from the lighting techniques (see Section 3.7) that some of them
need space. Other lighting components are bulky itself caused by their optical
principle (e.g., telecentric lighting).

To mediate between both, demands from lighting and machine too one can use
deflection units for some lighting. They operate with mirrors or prisms and work
follow the optical principles of reflection.

Deflection units are front end elements of lighting and thus the interface to the
rough environment of the industrial floor. That is why they should be easy-care
and robust. Prisms meet these demands more than mirrors.

Prisms:

The glass surface of a prism is an ideal front seal for the lighting. There are no
problems in cleaning them. They are easy to install if they are built in prism
deflection units. The compact size makes them match even under limited space
conditions. Referring to the reflection law depends their size on the illuminated
field and light emitting angle of the lighting (note that the total reflection of
a prism is limited by a critical angle). Mostly they are used for a 90∘ beam
deflection.

Prisms are more costly and more heavy than mirrors.

Mirrors:

The cheap and easy availability of mirrors makes them seemingly applicable for
Machine Vision. However, one should evade the application of mirrors in the
industrial floor wherever possible.

1) To avoid ghost images and low contrast only surface mirrors should be used.
But these mirrors have extremely sensitive surfaces against mechanical and
chemical stress.

2) To remove dust is a problem. Frequently mirrors are built in constructions
with cavities that attract dust. On the other hand, dust should be only blown
away to save the mirror surface (see Section 3.1).

3) Because mirrors are no standard components (they are cut on request) there
are no standardized holders and adjustable frames. Each mounting is a costly
handicraft.

4) Vibrations and not precise positioning have a multiple higher influence on the
beam deflection than at prisms.

3.8.4 Suppression of Ambient and Extraneous Light – Measures for a Stable
Lighting

The industrial floor of Machine Vision does not provide an ideal lighting environ-
ment as in the lab. The tested lighting from the lab does not work automatically
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in the factory floor too. This plastically demonstrates the difference between the-
ory and practice. The biggest and imponderable influence comes from ambient
and extraneous light. It can be static (illumination from factory hall) or dynamic
(incoming sunlight through windows).

The first condition to minimize the influence of ambient light is to choose as
powerful a lighting as possible referred to as a right selected lighting technique.
The aim is that the calculated lighting power (in the spectral band considered) is
mightier than the ambient light.

If this is guaranteed, it can be tried to minimize the influence of the ambient
light by
• choosing a shorter exposure time
• choosing a larger f -stop number
• choosing a flash lighting
• choosing all these measures together.

Tip

For a first approximation check the ambient and extraneous lighting con-
ditions at the place where the vision system is later mounted. Check it by
measuring with a vision system too, not only by your subjective eye. Get
a feeling for the amount of the ambient light. Take this into consideration
when choosing a lighting technique, lighting components, and software
algorithms. Some options for that are automatically denied.

Suppress the influence of ambient light using monochromatic or infrared light
in combination with light filters (see Section 3.6).

A simple but very effective method is to enclose the camera – optics – lighting
unit with an opaque housing. This is a tried and tested method that is used by
prestigious companies to achieve the as best possible ambient/extraneous light
suppression that works under every condition. If it is not clear where the machine
later is installed this method will be the most secure.

First of all, the ambient light is the most important source of lighting distur-
bances. But to ensure stable lighting conditions a few other measures have to
take into consideration too:
• an electrically and optically stabilized lighting component (see Section 3.8.2)
• operate the lighting in the middle of the characteristics. This provides power

reserves to compensate other influences
• no (low) aging and drift (see Section 3.3.5.2) that ensure no change of materials

(change of hue of the light source, diffusors, etc.)
• mechanical stable mounting of the lighting to avoid vibrations and change of

adjustment.

3.9 Lighting Perspectives for the Future

The fast development of small, discrete, and powerful semiconductor light
sources have drastically sped up the present developments of Machine Vision
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lighting. This process will continue. It is assumed that within the next 3–5 years
LEDs are so powerful that they can completely substitute all usual incandescent
lamps for indoor and car applications.

This will have a big effect on Machine Vision lighting. All known lighting com-
ponents from today will be equipped with those new light sources. “Too dark
light” will be an episode of the past. Even the light critical applications of line
scan cameras will work with LEDs.

New technologies and materials such as OLEDs (organic light emitting diodes)
and electro-luminescent foils will influence the design of lighting components.
The technical problems of limited lifetime and low efficiency will be soon over-
come. A cold lighting that is like a thin film, dimmable, and cuttable with a scissors
will provide a perfect adaptation to the lighting job.

Today, reliable LEDs with UV emissions too are available. Built in all known
lighting components open a few new applications where UV light is needed.

The fact that Machine Vision conquers more and more branches will drive the
development of industrial compliant lighting with robust construction, assem-
bly areas, and wiring. This will lead to standards for Machine Vision lighting
components.

State-of-the-art lighting components are needed for shaping light optical
components too. Machine Vision lighting technology directly benefits from new
developments of optics e.g. microprism foils or specially for LED-use moulded
plastic lenses.

The interaction between Machine Vision hardware, image processing software,
and lighting hardware will make possible to use adaptive lighting that adapt their
light emission, pattern, and sequences themselves. Smarter software algorithms
will provide an automatic closed-loop control of lighting to achieve the optimal
image. This will lead to standardized protocols for light control. Especially the
robotic technology will benefit from this new approach.

Lighting as a long time neglected discipline of Machine Vision has become a
driving force. As a consequence, the Smart Cameras will get siblings: Smart Light-
ing will change the future applications of Machine Vision.
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4.1 A Look at the Foundations of Geometrical Optics

4.1.1 From Electrodynamics to Light Rays

The optical system transmits information such as intensity distribution, color
distribution, forms, and structures into the image space. This information is
finally stored in a single plane, called the image plane.

The usual and most simple treatment of this information transmission – or
imaging – is accomplished with the help of light rays. With their introduction,
and with the knowledge of the laws of reflection and refraction, one arrives at
the field of geometrical optics, in which the object – image relations follow from
purely geometrical considerations.

Now, the concept of light rays is a pure hypothetical assumption, which is well
suited to work in a first approximation. According to classical physics, light con-
sists of electromagnetic waves of a certain wavelength range:

light= electromagnetic waves with wavelengths 𝜆 = 380–780 nm (1 nm =
10−9 m)

In order to give a general survey on the underlying principles, we will give a
very short outline on the approximations that result in the idea of light rays.

The propagation of electromagnetic waves is described by electrodynamics
and, in particular, by Maxwell’s equations. These are a set of vectorial, linear, and
partial differential equations. They play the role of an axiomatic system, similar
to Newton’s axioms in mechanics. From this set of axioms, one may – at least in
principle – calculate all macroscopic phenomena. In the absence of charges and
currents in space, they may be simplified to the wave equation.

Wave equation in a homogeneous medium is given by

ΔE⃗ − 𝜖 ⋅ 𝜇
c2

0
⋅
𝜕

2E⃗
𝜕t2 = 0⃗ (4.1)

Handbook of Machine and Computer Vision: The Guide for Developers and Users,
Second Edition. Edited by Alexander Hornberg.
© 2017 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2017 by Wiley-VCH Verlag GmbH & Co. KGaA.
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where E⃗ = electric field vector, Δ = Laplace operator, 𝜀 = dielectric constant, 𝜇 =
magnetic permeability, c0 =velocity of light in vacuum (≈3 × 108 m s−1)

c =
c0

√
𝜀 ⋅ 𝜇

= velocity of light in matter

An analogous equation holds for the magnetic field vector H⃗ .
Now the wavelength in the visible region of the electromagnetic spectrum is

very small compared to other optical dimensions. Therefore, one may neglect the
wave nature in many cases and arrive, to a first approximation, at the propagation
laws if one performs the limiting case

𝜆 → 0

in the wave equation. Mathematically, this results in the Eikonal equation, which
is a partial differential equation of the first order.

This limiting case (𝜆 → 0) is known as the relm of geometrical optics, because
in this approximation the optical laws may be formulated by pure geometrical
considerations.

From the Eikonal equation one may derive an integral equation, the so-called
Fermat principle:

Among all possible ray paths between points P1 and P2, light rays always
choose that which makes the product of the refractive index and geomet-
rical path a minimum.

Wave equation → Eikonal equation → Fermat’s principle

The Fermat principle is, by the way, in complete analogy with the Hamiltonian
principle in classical mechanics, and, in the same way, the Eikonal equation corre-
sponds to the Hamilton–Jacobi differential equation in mechanics. From a formal
point of view, light rays may therefore be interpreted as particle rays; in fact, this
has been the interpretation by Isaac Newton!

The conclusions from the limiting case 𝜆 → 0 for homogeneous media are
twofold:

1) Four basic laws of geometrical optics follow from it.
2) Light rays may be defined as the orthogonal trajectories of the wavefronts and

correspond to the direction of energy flow (Pointing vector).

The four basic laws of geometrical optics will be dealt with in the next section;
here we will give some simple interpretations for wavefronts and light rays.

Example 4.1 Point-like light source – spherical wavefronts (Figure 4.1)

The light rays – being orthogonal to the spherical wavefront – form a homo-
centric pencil, which means that they all intersect at one single point.

Example 4.2 Plane wavefronts – light source at infinity (Figure 4.2)
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Figure 4.1 Spherical wavefronts and light rays.

Wavefronts

λ

Light source
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Light rays:

Parallel ray pencil
with intersection
point at infinity

Figure 4.2 Plane wavefronts and a parallel light-ray bundle.

The light rays – orthogonal to the plane wavefronts – now form a parallel bun-
dle, which is also homocentric because there is one single intersection point at
infinity.

4.1.2 Basic Laws of Geometrical Optics

The four basic laws of geometrical optics may be described as follows:

1) Rectilinear propagation of light rays in homogeneous media
2) Undisturbed superposition of light rays
3) Law of reflection
4) Law of refraction.

The laws of reflection and refraction will be dealt with in Section 4.2.
The rectilinear propagation and undisturbed superposition of light rays are

very easily demonstrated by a pinhole camera (camera obscura, Figure 4.3).
Light rays from different object points propagate rectilinearly through a very

small hole until they reach the image plane. They intersect at the pinhole with
undisturbed superposition.
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Undisturbed
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Rectilinear propagation

Figure 4.3 Pinhole camera.
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Figure 4.4 Central projection.

Image formation is done by central projection (Figure 4.4):
The pinhole acts as the center of perspective, the projection plane is the image

plane, and the projecting rays are the light rays. The image y′ will become smaller
and smaller when the objects y are more and more distant from the projection
center. In the limiting case of a vanishingly small pinhole, this corresponds to the
linear camera model in digital image processing. This model may be described
mathematically by a projective transformation with rotational symmetry. Points
in the object space are associated with the corresponding points in the image
plane by a linear transformation. Geometrically, one may construct this image
formation in central projection just as with the pinhole camera: lines joining
the object point, the projection center P, and intersecting the projection plane
(image plane, sensor plane). The intersection point represents the image point
corresponding to the object point (Figure 4.5).

This model is therefore represented by the projection center and the position
of the image plane relative to it. This position is given by the distance c to the
projection center (camera constant) and by the intersection point of the normal
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Figure 4.5 Linear camera model.

to the image plane through the projection center, sometimes called the image
principal point.

As may be seen, this is linear image formation: straight lines in the object space
are mapped to straight lines in the image plane. However, this imagery is not
uniquely reversible. To each object point, there exists a unique image point, but
to one single image point there correspond an infinite number of object points,
namely those lying on the projection ray.

The question arises how and to what approximation this linear camera model
may by realized by systems with the nonvanishing pinhole diameter, since the
energy transport of electromagnetic waves requires a finite entrance opening of
the optical system. We have to postpone this question until Section 4.2.12.4, and
will deal first with the second set of the basic laws of geometrical optics, namely
the laws of reflection and refraction.

4.2 Gaussian Optics

4.2.1 Reflection and Refraction at the Boundary between twoMedia

We will deal with the boundary between two transparent (nonabsorbing) media.
The propagation speed of light in matter (c) is always smaller than that in vacuum
(c0). The frequency 𝜈 will be the same, so the wavelength 𝜆 will become smaller
in matter. The refractive index n of a certain medium is defined as the ratio of the
light velocity in vacuum (c0) to that in the medium (c), and hence it is always >1.

n =
c0

c
(4.2)

With the refractive indices or the light velocities in different media, one may
deduce the law of refraction. When a light ray meets a plane boundary between
two media, it will be split into a reflected ray and a transmitted (refracted) one.
Incident, refracted, and reflected rays lie within one plane, which contains also
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Figure 4.6 Laws of reflection and
refraction.

the normal to the plane boundary between the two media (Figure 4.6).
𝛼i = −𝛼r law of reflection (4.3)

n1 sin 𝛼i = n2 sin 𝛼t law of refraction (4.4)
The propagation velocity c of light depends on the wavelength 𝜆, and therefore
the refractive index n is a function of the wavelength.

n = n(𝜆) (4.5)
This is known as the dispersion of light. According to the law of refraction, the
change of direction of a light ray at the boundary will be different for different
wavelengths. White light, which is a mixture of different wavelengths, will split
up by refraction into different wavelengths or colors (Figure 4.7).

As Equation 4.4 shows, the law of refraction is nonlinear. Thus we may not
expect to get a linear transformation (especially a central projection) when we
image with light rays through lenses.

It may be shown that, with arbitrarily formed refracting surfaces, no imaging
of the points in the object space to the corresponding points in an image space is
possible, in general.

Prism

Normal

Red

Green

Blue

White light

Figure 4.7 Dispersion of white
light by a prism.
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Figure 4.8 Ray pencils in the image space.

This means that a homocentric pencil of rays originating from an object point
will not be transformed into a homocentric pencil of rays converging to a single
point in the image space (Figure 4.8).

There is no unambiguous correspondence between the object and image
points. The next section shows how one can solve this pitfall.

4.2.2 Linearizing the Law of Refraction – The Paraxial Approximation

The region where the light rays intersect in Figure 4.8 will become smaller as the
incident angle between the rays and the normal to the surface becomes smaller.
This will lead to a further approximation in geometrical optics.

If we develop the trigonometric sine function of Equation 4.4 into a power
series, that is

sin 𝛼 = 𝛼 − 𝛼
3

3!
+ 𝛼

5

5!
− · · · (4.6)

and if we choose the incidence angle 𝛼 so small that we may restrict ourselves to
the first term of the series within a good approximation, then we may linearize
the law of refraction. From

n1 sin 𝛼1 = n2 sin 𝛼2

we get

n1𝛼1 = n2𝛼2 (4.7)

This is the case of Gaussian optics. It may be shown then that, with a system
of centered spherical surfaces (e.g., two spherical surfaces that form a lens), one
has a unique and reversible correspondence between the object points and the
corresponding image points. The axis of symmetry is the optical axis, which is
the line that joins all centers (vertices) of the spherical surfaces (Figure 4.9).

The validity of this approximation is restricted to a small region around the
optical axis, called the paraxial region. For angles 𝛼 ≤ 7∘, the difference between
the sine function and the arc of the angle 𝛼 is 1%.

Gaussian optics is therefore the ideal for all optical imaging and serves as a
reference for real physical imaging. All deviations thereof are termed aberrations
(deviations from Gaussian optics). It should be pointed out that these aberrations
are not due to manufacturing tolerances, but to the physical law of refraction.
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Figure 4.9 Imaging with the linearized law of refraction.

A large amount of the effort of optical designers goes to enlarging the paraxial
region so that it may be useful for practical applications. In this case, a single lens
will no longer be sufficient, and the cost will rise depending on the requirements
on the image quality (Section 4.5).

Before we deal with the laws of imaging in the paraxial region, we have to intro-
duce some basic optical conventions.

4.2.3 Basic Optical Conventions

4.2.3.1 Definitions for Image Orientations
The images through the optical system have, in general, a different orientation
compared to that of the object. This image orientation may be defined with the
help of an asymmetrical object, for instance, with the character of the number 1
in Figure 4.10.

Important: for the definition of image orientations, one has to look against the
direction of light.

4.2.3.2 Definition of theMagnification Ratio 𝜷

The magnification ratio is defined as the ratio of image size to object size
(Figure 4.11).

𝛽 =
image size
object size

=
y′

y
(4.8)

Hence, this is a linear ratio (not by areas).

1 1 1

1

1

1

Object position

Image position

Upright Vertically
reversed

Inverted

Laterally reversed

1

1

Figure 4.10 Definitions for image orientations.
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Figure 4.11 Definition of the magnification ratio 𝛽 .

4.2.3.3 Real and Virtual Objects and Images
A real object or image really exists; the image may be captured, for instance, by
a screen. A real image point is given by the intersection point of a converging
homocentric ray pencil.

A virtual image exists only seemingly; the eye or a camera locates the image at
this position, but it cannot be captured on a screen.

Example 4.3 Imaging by a mirror (Figure 4.12). The eye does not know anything
about reflection; it extends the rays backwards until the common intersection
point of the pencil. Virtual image points are the result of ray pencils extended
backward. There is no real intersection point; the point is virtual.

Object O Image O′

Eye

Object O: real
Image O′: virtual

From law of reflection:
l = l′

l l′

Figure 4.12 Virtual image by reflection.

Now we consider virtual objects. They may occur when imaging through
optical systems with several components such that the image of the first
component serves as the object for the following optical component. If the
intermediate image is virtual, this will be a virtual object for imaging at the
following component.

Example 4.4 Taking an image with a camera over a mirror (Figure 4.13). The
real object O gives a virtual image by the mirror. This virtual image O′ is an object
for imaging with the lens of the camera, so it is a virtual object. The final image
is again real and located in the sensor plane.
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Object O (real) Image O′ (virtual)

Final
image O″
(real)

Figure 4.13 Image by a mirror followed by a camera.

Example 4.5 Imaging with a lens followed by a mirror (Figure 4.14). The image
by the lens is an object for the following imaging at the mirror. But this mirror
is located in front of the normally real image by the lens! So the intermediate
image does not really exist. It would be there if the mirror did not exist. Hence
this intermediate image is a virtual object for the imaging at the mirror. The final
image is again real.

Object real
Mirror Intermediate

image
via lens

Virtual

Final image real

Normal

Figure 4.14 Virtual object.

4.2.3.4 Tilt Rule for the Evaluation of Image Orientations by Reflection
From the law of reflection, one gets the following simple procedure for the eval-
uation of image orientations (Figure 4.15):

We take an asymmetric object, for instance, the character 1, and push it along
the light ray and tilt it toward the surface of the mirror. Then we turn it in the
shortest way perpendicular to the light ray. If we look against the direction of
light, we will see a vertically reversed image.

This rule is very useful if one has to consider many reflections. As an asymmet-
ric object, one may take, for instance, a ball pen.
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Object
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Virtual
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Mirror

Eye

Figure 4.15 Tilt rule.

Example 4.6 For two reflections (Figure 4.16).

Even number of reflections: the image is upright or inverted
Odd number of reflections: the image is vertically reversed or laterally reversed.

Mirror

Mirror

Object

Eye

Intermediate image

Image
virtual
reversed

Figure 4.16 Image position with two reflections.

4.2.4 Cardinal Elements of a Lens in Gaussian Optics

A parallel pencil of rays, which may be realized by a light source at infinity, passing
through a converging lens will intersect at a single point, which is the image-side
focal point F ′ of the lens. A typical and well-known example is the burning glass,
which collects the rays coming from the sun at its focal point. The sun is practi-
cally an object at infinity (Figure 4.17).

Hereafter, we will denote image-side entities always with a prime. In just the
same way, one may define an object-side focal point F (Figure 4.18).

The location on the optical axis where a point-like light source gives, after pass-
ing through the lens, a parallel bundle of rays will be called the object-side focal
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nL = 1nL = 1 nG ∼ 1.5

H′Direction of light

Optical axis

Focal point F′

Object space Image space

H′+

Figure 4.17 Definition of the image-side focal point F′ and the principal plane H′.

H

F H+

Image at ∞
Object in
object side
focal point F

Figure 4.18 Definition of the object-side focal point F and the object-side principal plane H.

point F . For practical reasons, we enlarge the paraxial region, which means that
the linear law of refraction is valid in the whole space, which is the idealized
assumption of Gaussian optics.

If we extend in Figures 4.16 and 4.17 the incident rays forward and the
refracted rays backward (against the direction of light), then all the intersection
points will lie in two planes, the object- and image-side principal planes H and
H′, respectively. The intersection of these two planes with the optical axis is
the object- and image-side principal point H+ and H′

+. All the refractive power
seems thus to be concentrated in the principal planes of the lens. In this way, they
may be a replacement for the refracting spherical surfaces if we do not consider
the real ray path within the lens. If one knows the position of H,H′ and F , F ′,
then the imaging through the lens is completely determined. In order to see this,
we have to consider some further important properties of the principal planes.

Principal planes are conjugate planes with the magnification ratio of +1.
Conjugate planes or points are those that may be imaged on to each other.
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If one could place an object on the object-side principal plane (e.g., a virtual
object!), then the image would lie in the image-side principal plane with the same
magnitude (𝛽 = +1).

Note 4.1 The focal points F and F ′ are not conjugate to each other. Conjugate
points are, for instance, −∞ and F ′. This is an important exception from the gen-
eral convention that conjugate entities are denoted by the same symbol, without
the prime in the object space and with the prime in the image space.

For a lens that is surrounded by the same optical medium on both sides, we
further have the following rule:

A ray passing through the point H+ will leave the lens parallel to it and
originating from H′

+.

In the following, we always consider optical systems in air.
These rules will be made evident in Section 4.2.9, where we deal with the imag-

ing equations and their related coordinate systems.
With these properties of the principal planes and those of the focal points (the

ray parallel to the optical axis will pass through F ′ and the ray through F will leave
the lens parallel to the optical axis), we may determine the image of an object
without knowing the real form of the lens. In order to fix the position and mag-
nitude of an image, we select three distinct rays from the homocentric bundle of
an object point (Figure 4.19). Considering the property 𝛽 = +1 for all points on
the object-side principal plane, all the rays between H and H′ must be parallel to
the optical axis.

Ray 1 Parallel to the optical axis, must pass through F ′.
Ray 2 Passing through the point F , must be parallel to the optical axis.
Ray 3 Passing through H+ must leave the lens parallel to it and passing through

H′
+(additional).

Since the points H+,H′
+, and F , F ′ completely determine the imaging situation

in Gaussian optics, these points are called the cardinal elements.

H H′

H+ H′+

F F′

y

1

2

3

f f ′

Object Image

y′

Optical axis

Figure 4.19 Graphical construction of the image position.
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4.2.4.1 Focal Lengths f and f ′

The directed distances from H+ to F and from H′
+ to F ′ are called the object-side

focal length f and the image-side focal length f ′, respectively. As a general con-
vention, we assume that the light rays pass from left to right in our drawings. If
the directed distance −−−→H+F is against the direction of light, then f will be nega-
tive, and if the directed distance

−−−→
H ′

+F ′ is in the direction of light, then f ′ will be
positive, and vice versa.

The positions of the cardinal elements with respect to the geometrical dimen-
sions of the lens depend on their thickness d, refractive index n, and the radii r1
and r2 of the spherical refractive surfaces 1 and 2. Here we will restrict ourselves
to the pure presentation of the formula (without proof). Once we know the posi-
tion of the cardinal elements with respect to the lens geometry, we do not need
the lens geometry itself in Gaussian optics.

First, we have to describe the geometry of the lens and the corresponding con-
ventions (Figure 4.20).

4.2.4.2 Convention

1) Direction of light from left to right (positive z-axis).
2) S1, S2 vertices of the refracting surfaces 1 and 2.
3) Surface numbering is in the direction of light.
4) M1,M2 centers of the refracting spherical surfaces.
5) Radii of curvature. These are directed distances from S to M; r⃗ =

−−→SM, positive
in the direction of light, negative against it. In Figure 4.20, we have r1 > 0,
r2 < 0.

6) d is the thickness of the lens, d = S1S2 and is always positive, because the
refracting surfaces are numbered in the direction of light.

The position of the cardinal elements is described by the distances from the
vertices S1, S2; they are taken with reference to the coordinate systems y1, s1, y′2, s

′
2.

Looking in the direction of light, objects or images on the left of the optical axis
are positive (+y1, y′2 directions), while on the right-hand side of the optical axis

S1 S2s1 ; s′1 s2 ; s′2

M2 M1

y′1y1 ; y2 ; y ′2

d

Direction of light

Optical axis

1 2

r2
r1

Figure 4.20 Geometry of the thick lens.
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1 2

S1 S2

H+ H′+

H H′
F′

f f′

s1F

(–) (+) (+) (+)

(+)(–)

(–)
is1H s′2H′

s′2F′

F

Direction of light

Figure 4.21 Position of the cardinal elements.

they are negative (Figure 4.21).

f ′ =
r1 ⋅ r2 ⋅ n
(n − 1) ⋅ R

, f = −f ′ (4.9)

R = n ⋅ (r2 − r1) + d ⋅ (n − 1) (4.10)

s′2H ′ = −
r2 ⋅ d

R
, s1H = −

r1 ⋅ d
R

(4.11)

s′2F ′ = f ′
(

1 − (n − 1) ⋅ d
n ⋅ r1

)

, s1F = −f ′
(

1 + (n − 1) ⋅ d
n ⋅ r2

)

(4.12)

i = d
(

1 −
r2 − r1

R

)

(4.13)

4.2.5 Thin Lens Approximation

If the thickness of the lens is small compared to other dimensions of the imaging
situation (radii, focal length, object distance), we may set d = 0 (thin lens approx-
imation). In this case, we obtain from Equations 4.9–4.13

R = n(r2 − r1) (4.14)

f ′ =
r1r2

(n − 1) ⋅ (r2 − r1)
(4.15)

s1H = s′2H ′ = i = 0 (4.16)

The principal planes coincide, and the lens is replaced by a single refracting
surface. The ray through the principal point H+ = H′

+ passes straight through
(Figure 4.22).

4.2.6 Beam-Converging and Beam-Diverging Lenses

If in the formula for the focal length we have r1 > 0 and r2 < 0, we get f ′ > 0 and
f < 0. The image-side focal point F ′ then is on the right-hand side of the lens,
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H+ = H′+

F F′

y

y′

Symbol for the
thin converging
lens

Figure 4.22 Image construction with a thin lens.

and F is on the left. The lens is beam-converging, and the image construction is
as shown in Figure 4.19.

Another situation arises if r1 < 0 and r2 > 0 (Figure 4.23).
Here one has f ′ < 0 and f > 0. The image side focal point F ′ is now in front of

the lens (taken in the direction of light); the lens is beam-diverging (Figure 4.24).

S1 S2M1 M2

r1 r2

1 2
Direction of light

Figure 4.23 Beam-diverging lens.

H H′F′ F

f ′

f

Figure 4.24 Position of the image-side focal point F′ for a beam-diverging lens.
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Figure 4.25 Image construction with a thin beam-diverging lens.

The direction of rays incident parallel to the optical axis after refraction is
such that the backward extension passes through F ′! The image-side focal length
is negative. The imaging through a thin beam-diverging lens is as shown in
Figure 4.25.

4.2.7 Graphical Image Constructions

4.2.7.1 Beam-Converging Lenses
Figures 4.26–4.28.

4.2.7.2 Beam-Diverging Lenses
See Figures 4.29 and 4.30.

4.2.8 Imaging Equations and Their Related Coordinate Systems

There are different possibilities for the formulation of imaging equations and,
correspondingly, different sets of coordinate systems related to them.

Figure 4.26 Real object, real image.

y

y′

H H′F F′

Figure 4.27 Real object, virtual image.

y

H H′F F′

y′
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y

H H′F F′

y′

Figure 4.28 Virtual object, real image.

y

H H′ FF′

y′

Figure 4.29 Real object, virtual image.

y

H H′ FF′

y′

Figure 4.30 Virtual object, real image.

4.2.8.1 Reciprocity Equation
Here, the object- and image-side coordinate systems (Figure 4.31) are located in
the principal planes.

From geometrical considerations and with the sign conventions, one has
−y′

y
=

−f
−(a − f )

on the object side and (4.17)

−y′

y
=

a′ − f ′

f ′
on the image side (4.18)

Equating the right-hand sides of (4.17) and (4.18) gives
f ′

a′ +
f
a
= 1 (4.19)

and with f = −f ′

1
a′ −

1
a
= 1

f ′
(4.20)

With 𝛽 = y′∕y, we get from Equation 4.17

a = f
(

1 − 1
𝛽

)

(4.21)
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H H′F F′

y′
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a a′

y y′

f

(+)

(–)

(–)

(–)

(+)

(+)

f′
a a′

Figure 4.31 Derivation of the reciprocity equation.

and from Equation 4.18

a′ = f ′(1 − 𝛽) (4.22)

and finally from (4.21) and (4.22)

𝛽 = a′

a
(4.23)

4.2.8.2 Newton’s Equations
Here, the origins of the object- and image-side coordinate systems are located at
the object- and image-side focal points, respectively (Figure 4.32).

From geometrical considerations, we get

−
y′

y
=

−f
−z

on the object side and (4.24)

−
y′

y
= z′

f ′
on the image side (4.25)

y
y y′

f f′

z z′

z z′

H H′F

(+)

(–) (–)

(–)

(+) (+)

F′

y′

Figure 4.32 Derivation of Newton’s equations.
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This gives

𝛽 = −
f
z

on the object side,

𝛽 = − z′
f ′

on the image side, finally (4.26)

z ⋅ z′ = f ⋅ f ′

and from Equation 4.26

𝛽 =
√

−z′
z

(4.27)

where z and z′ are the Newton coordinates of the conjugate points O and O′,
respectively. The advantage of the Newton equations lies in the fact that there are
no reciprocal quantities and one may perform algebraic calculations in a some-
what easier way.

4.2.8.2.1 Position of the Positive Principal Points H+,H′
+: For the conjugated points

H+ and H ′
+, we have by definition 𝛽 = +1. With Newton’s equations, we therefore

get the positions of these points:

zH+
= −f

z′H ′
+
= −f ′

(4.28)

4.2.8.2.2 Position of the Negative Principal Points H−,H′
−: The conjugate points for

which the magnification ratio 𝛽 is equal to −1 are called negative principal points
H−,H′

−.
The image has thus the same size as the object, but is inverted. From Newton’s

equations with 𝛽 = −1
zH−

= +f
z′H ′

−
= +f ′

(4.29)

The object and image are located at twice the focal lengths (2f ) and (2f ′) respec-
tively, measured from the corresponding principal planes H and H′. The image
is real and inverted.

4.2.8.3 General Imaging Equation
A more general applicable imaging equation is obtained when the origins of the
object- and image-side coordinate systems lie in two conjugate but otherwise
arbitrarily selected points P and P′ in the object and image space. In Section
4.2.12, we will use these equations with P and P′ lying in the entrance and exit
pupil of the optical system, respectively. Here we give the general derivation
(Figure 4.33).

From Figure 4.33, we have

z = p + zP p = z − zP zP = (
−→FP)z (4.30)

z′ = p′ + z′P′ p′ = z′ − z′P′ z′P′ = (
−−→
F ′P′)z (4.31)
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Figure 4.33 General imaging equation.

With Newton’s equations, we have

z ⋅ z′ = f ⋅ f ′ = (p + zP) ⋅ (p′ + z′P′ ) (4.32)
zP ⋅ z′P′ = f ⋅ f ′ (P and P′ are conjugate) (4.33)

𝛽z = − z′
f ′

= −
f
z

z = −
f
𝛽z

z′ = −𝛽z ⋅ f ′ (4.34)

𝛽p = −
z′P′

f ′
= −

f
zP

zP = −
f
𝛽p

z′P′ = −𝛽p ⋅ f ′ (4.35)

Equations 4.30 and 4.31 when substituted into Equations 4.34 and 4.35 give

p = f ′
(

1
𝛽z

− 1
𝛽p

)

(4.36)

p′ = f ′(𝛽p − 𝛽z) (4.37)
p′

p
= 𝛽p ⋅ 𝛽z (4.38)

From Equations 4.32 and 4.33, we have

(p + zP) ⋅ (p′ + z′P′ ) = zP ⋅ z′P′ (4.39)

and from this
zP

p
+

z′P′

p′ + 1 = 0 (4.40)

With Equations 4.35 and 4.34, namely zP = f ∕𝛽p and z′P′ = −𝛽p ⋅ f ′, we get

−
𝛽p ⋅ f ′

p′ = −
f ′

𝛽p ⋅ p
− 1 (4.41)

𝛽p

p′ =
1

𝛽p ⋅ p
+ 1

f ′
(4.42)
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This is the analogous version of the reciprocal equation (4.20) where the origins
of the coordinate systems are now generalized to two conjugate but otherwise
arbitrary points P and P′.

If these points coincide with the positive principal points H+ and H′
+ with 𝛽p =

+1, then we come back to the reciprocal equation
𝛽p

p′ = 1
𝛽p𝛽

+ 1
f ′

𝛽p=+1
−−−−−→ 1

p′ =
1
p
+ 1

f ′
(4.43)

With the notation p′ = a′
, p = a, Equation 4.43 changes to Equation 4.20. Later

(Section 4.2.13) we will use these imaging equations under the assumption P =
entrance pupil, and P′ = exit pupil. Then 𝛽p will be the pupil magnification ratio.

4.2.8.4 Axial Magnification Ratio
The axial magnification ratio is defined as the ratio of the axial displacement of
an image if the object is displaced by a small distance.

Axial magnification ratio: 𝛼 = dz′
dz

≈ Δz′
Δz

(4.44)

From Newton’s equation (4.26), we have

z′ =
f ⋅ f ′

z
⇒

dz′
dz

= −
f ⋅ f ′

z2 (4.45)

and with 𝛽 = −f ∕z and f ′ = −f , this results in

𝛼 = 𝛽
2 (4.46)

4.2.9 Overlapping of Object and Image Space

From the results of Section 4.2.8, we may conclude the following:

Imaging with a lens is unidirectional. A displacement of the object along
the optical axis results in a displacement of the image in the same direction.
With the object and image distances a and a′ according to the reciprocal
equation, we get the following situations:
a < 0 real object a′

< 0 virtual image
a > 0 vitual object a′

> 0 real image

As shown in Figure 4.34, the object and image space penetrate each other com-
pletely. In the axial direction, we have certain stretchings and compressions.

The object and image space are thus not defined geometrically but by the fact
that the object space is defined before the imaging and the image space after the
imaging at the optical system.

4.2.10 Focal Length, Lateral Magnification, and the Field of View

From Newton’s equations, namely Equation 4.26, we may see that with a constant
object distance, the magnification ratio |𝛽| becomes larger with a longer focal
length of the lens. As a convention, a normal focal length is that which is equal to
the diagonal of the image format (Table 4.1).
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Figure 4.34 Complete overlap of the object and image space.

Table 4.1 Normal focal lengths for different
image formats.

Image format Normal focal length (mm)

16 mm film 20
24 × 36 mm2 45–50
60 × 60 mm2 75–80
60 × 70 mm2 90
60 × 90 mm2 105
90 × 120 mm2 135–150
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f′2

f′1

ω2

ω1

Figure 4.35 Object-side field angle 𝜔 and focal length.

Table 4.2 Classification of optical systems according to
the object-side field angle 𝜔.

Tele lens, extreme focal length lens 2𝜔 < 20∘

Long focal length lens 20∘ < 2𝜔 < 40∘

Normal focal length lens 40∘ < 2𝜔 < 55∘

Wide angle lens 2𝜔 > 55∘

Longer focal length lenses will give a larger magnification ratio (larger images).
Correspondingly, the object extension, which belongs to a certain image format
conjugate to it, is smaller. This means that the object-side field angle becomes
smaller (Figure 4.35).

According to DIN 19040, one has the following classification of object field
angles and focal lengths (Table 4.2).

Remark 4.2 The object-side field angle is taken here with reference to the
object-side principal point H+. In Section 4.2.13, we will see that it is more
meaningful to refer this angle with respect to the center of the entrance pupil (EP).
In that case, this angle will be called the object-side pupil field angle 𝜔p. Only in
the special case of infinite object distance will the principal point H+ related field
angle 𝜔 and the entrance pupil related field angle 𝜔p be the same.

4.2.11 Systems of Lenses

In Section 4.2.5, we replaced a lens, which consists of two spherical refracting
surfaces, by the principal planes H and H′ and the corresponding focal points F
and F ′. In this way, the imaging properties of the lens are completely fixed as long
as we do not consider the real ray path within the lens.

In the same manner, we may represent a system of lenses by their overall prin-
cipal planes Ht,H′

t , and their corresponding overall focal points Ft and F ′
t (the

index t stands for the total system).
We will demonstrate this by a graphical construction of these overall cardi-

nal elements in the example of a system of two thin lenses. The extension to
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f′tf′2f2f′1f1

F1 F′1 F2 F′2 F′t H′tL1 L2

Figure 4.36 Graphical construction of the overall cardinal elements.

an arbitrary number of thick lenses is straightforward, but no principally new
insight would be gained by doing so. The basic idea behind this is that most of
the renowned optical manufacturers present the Gaussian data of their optical
systems in their data sheets. So we may limit ourselves to the overall cardinal
elements of a certain optical system when dealing with object-to-image relation-
ships, as long as we are not interested in the real ray paths within that optical
system.

Figure 4.36 shows a system of two thin lenses of which we want to determine
the overall cardinal elements graphically.

We are given the principal points and focal points of the two single thin lenses.
The direction of a light ray incident parallel to the optical axis will be constructed
after passing each single lens up to the intersection point with the optical axis.
This will give the overall image-side focal point F ′

t . In the same way, a light ray par-
allel to the optical axis but with opposite direction will give the overall object-side
focal point Ft . The intersection points of the backward-extended finally broken
rays with the forward-extended incident rays will give the overall principal planes
Ht and H′

t , respectively.
With this procedure, the question arises how we may find out the direction of

the ray refracted at the second lens. This is shown for the image-side cardinal
elements of the system in Figure 4.37.

The ray refracted at L1 (not shown in the figure) will give an intersection point
with the object-side focal plane of L2. All rays that originate from this point would
leave the lens L2 parallel to each other because they originate from a point on the
focal plane. Within this ray pencil, there is a ray passing through H2+ = H′

2+ and

F2

L2

F′2

Figure 4.37 Construction of the ray direction refracted at L2.
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Figure 4.38 Conventions for describing the Gaussian data of an optical system: for example, sF
and s′F′ are the z-coordinates (in the light direction) of the points F and F′ related to the origins
S and S′, respectively.

consequently leaves the thin lens L2 undeviated. This gives the direction of the
real beam after refraction at L2.

The Gaussian data of an optical system are given with reference to two coordi-
nate systems, the first being in the vertex of the first lens surface. This describes
the object-side entities. The second coordinate system has its origin in the last
surface of the last lens of the system and describes the image-side Gaussian enti-
ties. We will describe this with reference to the German standard DIN 1335 since
no international standard on this subject exists (Figure 4.38).

As an example, we take a real optical system, the Xenoplan 1.4/17 mm from
Schneider Kreuznach, to show the cardinal elements (Table 4.3):

Note 4.3 In the same way as we described the overall Gaussian data of an optical
system, one may apply the above considerations to some components of the system.
It turns out that this is very useful for systems with two principal components in
order to understand the particular constellation and properties of such systems.
Among those are, for example, telecentric systems, retrofocus systems, tele objective
systems, and others. We will come back to this point in Section 4.2.14.

Table 4.3 Gaussian data of a real lens system.

Focal length f ′ = 17.57 mm
Back focal distance s′F ′ = 13.16 mm
Front focal distance sF = 6.1 mm
Image side principle point distance s′H′ = −4.41 mm
Principal plane distance i = HH′ = −3.16 mm
Entrance pupil distance sEP = 12.04 mm
Exit pupil distance s′EXP = −38.91 mm
Pupil magnification ratio 𝛽p = 2.96
f /number f ∕nr = 1.4
Distance of the first lens surface to the last lens surface d = 24.93 mm



4.2 Gaussian Optics 205

Example 4.7 We calculate the missing lens data f , sH , and ip = PP′ using the
lens data of Table 4.3.

f = −f ′ = −17.57 mm
s′H ′ = s′F ′ − f ′ = 13.16 mm − 17.57 mm = −4.41 mm
sH = sF − f = 6.1 mm + 17.57 mm = 23.67 mm
sH = d − i + s′H ′ = 24.93 mm + 3.16 mm − 4.41 mm = 23.68 mm
ip = d − sEP + s′EXP = 24.93 mm − 12.04 mm − 38.91 mm = −26.02 mm

The difference of the results of sH is due to a rounding effect. We recognize that
the data of s′H ′ and i in Table 4.3 are obsolete if we know sF and d.

4.2.12 Consequences of the Finite Extension of Ray Pencils

4.2.12.1 Effects of Limitations of the Ray Pencils
Up to now, we used three distinct rays to construct the images from the homo-
centric ray pencils originating from the object points:

1) Ray parallel to the optical axis
2) Ray through the object-side focal point F
3) Ray passing through the principal points H+,H′

+.

We could do this because in Gaussian optics there is a one-to-one relationship
between the object space and image space: a homocentric, diverging ray pencil
originating from an object point will intersect in a single point, namely the image
point. In reality, however, the ray pencils will be limited by some finite openings,
for instance, the border of lenses or some mechanical components. It may there-
fore be that the selected rays for image construction do not belong to this limited
ray pencil. But because these rays would intersect at the same image point, we
may use them nevertheless for the image construction (Figure 4.39).

However, these limitations of the ray pencils have other effects, which are of
utmost importance for the imaging. In order to show this, we use a very simple

2

y

1

3

y′

F

F′

H = H′

Figure 4.39 Limitation of ray pencils.
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Figure 4.40 Limitation of ray pencils in a simplified camera.

example of a thin lens with finite extension and at a certain distance an image
plane also with finite extension, Figure 4.40.

Only a limited number of ray pencils originating from the object points will
contribute to the imaging, namely those rays passing through the aperture of the
lens. Since this limited ray pencil corresponds to a certain fraction of the spher-
ical wave emitted by the object point, only a fraction of the energy flow will be
transmitted. This means that the finite extension of the lens limits the brightness
of the image. We therefore call it an aperture stop because it limits the angle of
the ray pencil that is responsible for the image brightness.

But in our imaging device there is yet another limiting opening, namely the one
in the image plane. Only that region in the object space may be imaged (sharply)
onto the finite image plane which is conjugate to this limited field. In this way,
the limited image plane restricts the extension of the image and object field. It
is therefore called a field stop. However, this field stop need not necessarily be
located in the image plane. With a slide projector, this opening is realized by the
mask of the slide and hence lies in the object plane.

We thus have identified two important effects of stops:

Aperture stops have influences on the image brightness.
Field stops limit the extensions of the object and image field.

Under the concept of stops, we always will understand real (physically limiting)
openings as, for example, openings in mechanical parts, the edges of lenses, the
edges of mirrors, and so on.

There are still other effects of stops on imaging, which will be partly discussed
in the following sections. If, for instance, the stops are very small, then the approx-
imation of geometrical optics (light rays!) will be invalid, and one has to consider
the wave nature of light. This will have consequences for the image sharpness and
resolution (Section 4.3).

Table 4.4 shows other important influences of stops on the imaging.
Finally, in this section we have to give some definitions for those rays that limit

the ray pencils.
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Table 4.4 Influences of stops in the ray path.

Aperture stops Image brightness, depth of field
Very small aperture stops Diffraction (image sharpness, resolution)
Field stops Limitation of the field of view
Other (undesired) stops Vignetting
Position and size of aperture stops Influence on aberrations (e.g., distortion)

Rays that limit the homocentric pencil for object points on the optical axis will
be called marginal rays (MRs). The angle 𝛼 of the half-cone with respect to the
optical axis is a measure for this homocentric ray pencil.

Rays that limit the field of view are called chief rays (CRs) (or principal rays).
These rays proceed from the edge of the object field via the center of the aperture
stop up to the edge of the image field. They are the central rays for the ray pencil
emerging from this object point. The corresponding angle 𝜔 with reference to the
optical axis represents the field of view:

𝜔 = object side field of view
𝜔

′ = image side field of view

Rays from object points at the edge of the object field that limit these ray bun-
dles are called pharoid rays (PRs). They are analogous to the marginal rays (for
object points on the optical axis) and thus determine the image brightness for
points at the edge of the field of view.

Note 4.4 By our definition, pharoid rays are conjugate rays, which means they
correspond to the same ray pencil.

Sometimes rays 1–4 of Figure 4.40, which characterize the totality of all rays
passing through the optical system, are called pharoid rays. In that case, these
rays are, of course, not conjugate rays.

Summary 4.1

Marginal ray (MR). It passes from the center of the object to the edges of the
aperture stop and to the center of the image.

Chief ray (CR). It passes from the edges of the object to the center of the aperture
stop to the edges of the image.

Pharoid ray (PR). It passes from the edges of the object to the edges of the aperture
stop up to the edges of the image.

4.2.12.2 Several Limiting Openings
The very simple model of ray pencil limitations introduced in the last section
must now be extended to more realistic situations. In real optical systems,
there are several lenses with finite extensions such as the lens barrel and the
iris diaphragm as limiting openings. It seems difficult to decide which of these
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Figure 4.41 Example for ray pencil limitations.

stops is responsible for the image brightness and which one determines the
field of view. In order to decide on this, we introduce a more realistic example:
The optical system may consist of two thin lenses and an iris diaphragm in
between. The image plane (IP) shall again be limited according to the image
format (Figure 4.41)

In Figure 4.41, we also introduced the cardinal elements H,H′
, F , F ′ of the sys-

tem. These may be constructed by the rules introduced in Section 4.2.11. From
these cardinal elements, the position and size of the object plane (OP; which is
conjugate to the IP) were found.

In order to decide which of the stops really limit the ray pencils, we use a simple
trick: if a limiting stop is touched in the object space by a ray, then also the image
of this stop in the image space will be touched by the corresponding ray, since
the object and image are conjugate to each other. The same is also valid for the
opposite direction of light. Hence, we will image all the limiting stops into the
object space (from right to left). From the center of the object plane we look at all
these stops (or images of stops in the object space) and may now decide which one
is the smallest. This stop will limit the ray pencil for an object point on the optical
axis in the object space and act as an aperture stop. However, since this must not
only necessarily be a physical stop but may also be an image of such a stop in the
object space, we call it the entrance pupil (EP). This is shown in Figure 4.42.

All the limiting stops or the images of these that lie in the object space are drawn
with thick lines (object plane OP, L1, L2′

O, I
′
O). From these stops, the image of the

iris in the object space (I′O) is the smallest opening viewed from the point O. This
image is virtual and lies in the object space, since it was imaged via L1 to the left.
Object and image space intersect each other here! This is the entrance pupil (EP)
of the system. The image of the EP in the image space (or the image of the iris I via
L2, which turns out to be the same) is then the exit pupil (EXP) and limits the ray
pencil in the image space. EXP is also virtual. The iris I itself is hence the aperture
stop and at the same time the intermediate pupil in an intermediate image space
and is, of course, a real (physical) opening.

All the limiting stops in the image space or the images of stops in the image
space are drawn with dashed lines. If one has already fixed the EP, we must not
construct all these images but only the image of EP in the image space, which is
then the EXP.
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Figure 4.42 Concept of pupils and windows.

The same considerations are valid for stops that limit the field of view. In order
to find these, one looks from the center of the EP into the object space. The small-
est opening with respect to the center of EP is then the object field stop. But since
this need not necessarily be a physical stop, we generalize it to the concept of
windows. Hence this opening is called the entrance window (EW). The image of
the EW in the image space is the exit window (EXW).

The concept of aperture and field stops from the simple constellation of
Figure 4.40 has thus been generalized to the concept of pupils and windows.
Of course, we still may speak of the aperture stop if this physical opening or an
image of it in the object space acts as EP. The same considerations apply for the
field stops.

For the limiting rays of the pencils, the same rules apply as in Section 4.2.12.1,
with the generalization that the concept of aperture stops and field stops will be
replaced by pupils and windows. If there exist intermediate pupils and windows,
they have to be incorporated in the order in which the light rays touch them.
Virtual pupils and windows are not really touched by the limiting rays but only by
their (virtual) extensions. With the example of Figure 4.42, we have the following
definitions:

Marginal ray (MR). Center of EW to the edges of EP (real up to L1, then virtual,
since EP is virtual). From L1 to the edges of the intermediate pupil (IP) up to L2
(real since IP is real). From L2 to the center of EXW. The backward extensions
of these rays touch virtually the edges of EXP.

Chief rays (CRs). Edges of EW to L1 and to the center of EP (real up to L1, then
virtual, since EP is virtual). From L1 to the center of IP up to L2 (real since IP
is real). From L2 to the edges of EXW. The backward extensions of these rays
touch virtually the center of EXP.

Pharoid rays (PRs). Edges of EW to L1 and to the edges of EP (real up to L1, then
virtual, since EP is virtual). From L1 to the edges of IP up to L2 (real since IP
is real). From L2 to the edges of EXW. The backward extensions of these rays
touch virtually the edges of the EXP. The virtual PRs are drawn only partly
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Figure 4.43 Ray pencils for a real optical system.

since they lie near the real rays. Furthermore, the intermediate window (image
of EXW at L2) is not taken into consideration.

Finally, we will show the limitations for the ray pencils of a real optical system.
In Table 4.3 we give all the relevant Gaussian data for this system, Figure 4.43.

The object and image space intersect each other! EXP, for instance, is geomet-
rically in front of the optical system but belongs to the image space since it is the
image of the iris imaged through the optical system into the image space (virtual
image!).

4.2.12.3 Characterizing the Limits of Ray Pencils
For systems with a fixed object distance, the extension of the ray pencil which cor-
responds to the marginal rays may be characterized by the angle 𝛼 of Figure 4.43,
or more distinctly by the numerical aperture A

A = n sin 𝛼 (n = 1 for systems in air) (4.47)

In many cases, the object distance is variable or very large; then it makes no sense
to characterize the ray pencil by the angle 𝛼. In this case one uses the f -number

f ∕nr =
f ′

diameter EP
(4.48)

Relation between f ∕nr and numerical aperture A:

f ∕nr = 1
2A

(4.49)

The extension of the object field is characterized by the object-side field angle
𝜔P. It is given by the angle of the chief rays with respect to the optical axis. These
chief rays pass from the edges of the windows to the centers of the pupils. On the
object side, this angle is denoted by 𝜔P and on the image side by 𝜔

′
P′ . Since the

corresponding ray pencils are limited by the pupils, the chief ray will be the central
ray of the pencil. Because of the finite extension of the pencils, only one distinct
object plane will be imaged sharply onto the image plane. All object points in
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Figure 4.45 Field angles 𝜔 and 𝜔P, 𝜔
′
P′ for infinite object distance.

front or behind this focusing plane (FOP) will be imaged as a circle of confusion,
the center of which is given by the intersection point of the chief ray with the
image plane, Figure 4.44.

Thus, it is more appropriate to use the chief rays for the characterization of the
field of view and not the principal point rays (Section 4.2.10). The angle 𝜔 for
the principal point rays is, in general, different from 𝜔P for the object-side chief
ray. Only for the case of infinitely distant objects are these two angles equal in
magnitude (Figure 4.45).

The extension of the image field is mostly characterized by the image circle
diameter d. The image circle is, however, not sharply limited, but the brightness
decreases toward the border, and in the peripheral zone the image is unsharp
because of aberrations (deviations from Gaussian optics).

4.2.12.3.1 Imaging Equation with the Coordinate Systems in the Center of the Pupils In
the general imaging equations of Section 4.2.8, we now choose as the two conju-
gate points for the coordinate systems the center P of the entrance pupil on the
object side and the center P′ of the exit pupil on the image side. The magnification
ratio between these conjugate points is then a pupil magnification ratio

𝛽p = diameter EXP
diameter EP

=
∅EXP

∅EP
(4.50)
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The imaging equations related to the centers of the pupils are then given by

p′ = f ′(𝛽p − 𝛽) distance EXP-image (4.51)

p = f ′
(

1
𝛽

− 1
𝛽p

)

distance EP-object (4.52)

p′

p
= 𝛽p ⋅ 𝛽 magnification ratios (4.53)

𝛽p

p′ = 1
𝛽p ⋅ p

+ 1
f ′

imaging equation (4.54)

4.2.12.3.2 Relation Between Object- and Image-Side Pupil Field Angles From
Figure 4.43, we have

tan𝜔P =
y
p

on the object side and (4.55)

tan𝜔
′
P′ =

y′

p′ on the image side (4.56)

Thus
tan𝜔P

tan𝜔
′
P′

=
y ⋅ p′

p ⋅ y′
(4.57)

with Equation 4.53 and
y
y′

= 1
𝛽

(4.58)

One finally has
tan𝜔P

tan𝜔
′
P′

= 𝛽p (4.59)

If 𝛽p ≠ +1, then 𝜔P and 𝜔
′
P′ will be different, as in Figure 4.42, where 𝛽p ≈ 3!

4.2.12.4 Relation to the Linear CameraModel
We now may answer the question of Section 4.1.2 on how the linear camera model
is related to Gaussian optics. From the results of the last section, we have the
following statements:

1) The chief rays (CRs) are the projection rays.
2) There exist two projection centers, one in the center of the entrance pupil (P)

for the object side, and one in the center of the exit pupil (P′) on the image
side.

In order to reconstruct the objects from the image coordinates, one has to
reconstruct the object-side field angles. But this may not be done with P′ as the
projection center because the chief ray angles 𝜔P and 𝜔

′
P′ are in general different.

One rather has to choose the projection center on the image side such that the
angles to the image points are the same as those from the center of the entrance
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Figure 4.46 Projection model and Gaussian optics.

pupil P to the object points. We denote this image-side projection center by P∗

with a distance c to the image plane. Then we require

𝜔P = 𝜔
′
P∗ or

y
p
= tan(𝜔P) = tan(𝜔′

P∗ ) =
y′

c
(4.60)

This gives

c =
y′

y
⋅ p = 𝛽 ⋅ p (4.61)

This equation describes nothing but a scaling of the projection distance on the
image side. Since the image is changed by a factor 𝛽 with respect to the object,
we have to change the distance of the projection center as well by the same factor
in order to arrive at the same projection angle. This gives the connection to the
linear camera model.

The common projection center is P = P∗ (P = center of EP) and the dis-
tance to the image plane is the camera constant c.

c = 𝛽 ⋅ p = f ′
(

1 − 𝛽

𝛽p

)

(4.62)

In photography, this distance is called the correct perspective viewing distance.
Figure 4.46 illustrates this fact.

Note 4.5 In order to avoid misunderstandings, we point out that, when dealing
with error consideration with variations of the imaging parameters (e.g., varia-
tion of image position), one always has to take into consideration the real optical
ray pencils. The projection rays of Figure 4.46 are purely fictive entities on the
image side.
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Finally, we make the following comment concerning the limitations of ray pen-
cils in Gaussian approximation:

Remark 4.6 Against this model of Gaussian ray pencil limitation, one may
argue that the pupil aberrations (deviation of real rays from Gaussian optics) are
in general large and thus the Gaussian model may not be valid in reality. But,
indeed, we used only the centers of the pupils in order to derive the projection
model. If one introduces canonical coordinates according to Hopkins [1], one may
treat the ray pencil limitation and thus the projection model even for aberrated
systems in a strictly analogous way. The pupils are then reference spheres, and
the wavefront aberrations of real systems are calculated relative to them. The
reduced pupil coordinates will then describe the extensions of the ray pencils and
are – independent of the chief ray angle – unit circles. For a detailed treatment,
we refer to [1].

4.2.13 Geometrical Depth of Field and Depth of Focus

As a consequence of the finite extension of the ray pencils, only a particular
plane of the object space (the focusing plane FP) will be imaged sharply onto
the image plane. All other object points in front and behind the focusing plane
will be imaged more or less unsharply. The diameters of these circles of confusion
depend on the extension of the ray pencils, Figure 4.47.

d is the diameter of the circle of confusion in the object space. The index f
means far point and index n is for near point. First we consider the situation in

p′fpn
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Figure 4.47 Depth of a field.
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the object space. By geometric considerations, we have

∅EP

−pf
=

df

−(pf − p)
(4.63)

or

pf =
p ⋅∅EP

∅EP − df
(4.64)

Multiplying the numerator and denominator with 𝛽, we get

d′
f = −𝛽 ⋅ df (4.65)

pf =
𝛽 ⋅ p ⋅∅EP

𝛽 ⋅∅EP + d′
f

(4.66)

and in the same way for the near point

pn =
𝛽 ⋅ p ⋅∅EP

𝛽 ⋅∅EP − d′
n

(4.67)

In the following, we set d′ = d′
f = d′

n with d′ as the permissible circle of confu-
sion in the image plane. From these relations, we may now calculate the depth
of field as a function of the object distance or, alternatively, as a function of the
magnification ratio 𝛽.

4.2.13.1 Depth of Field as a Function of the Object Distance p
With the imaging equation (4.52) solved for p and with Equation 4.48 for f ∕nr,
we get from Equations 4.66 and 4.67

pf ,n =
f ′2 ⋅ p

f ′2 ± d′ ⋅
(

p +
f ′

𝛽p

)

⋅ (f ∕nr)
(4.68)

T = pf − pn =
2p ⋅ f ′2 ⋅ d′ ⋅ (f ∕nr) ⋅

(

p +
f ′

𝛽p

)

f ′4 − d′2 ⋅ (f ∕nr)2 ⋅
(

p +
f ′

𝛽p

)2 (4.69)

These equations are exact within the scope of Gaussian optics.

4.2.13.1.1 Approximation 1 Let

p ≥ 10 ⋅
f ′

𝛽p
(4.70)

Then we have from Equations 4.68 and 4.69

pf ,n ≈
f ′2

f ′2 ± p ⋅ d′ ⋅ (f ∕nr)
(4.71)

T ≈
2 ⋅ f ′2 ⋅ f ∕nr ⋅ d′ ⋅ p2

f ′4 − (f ∕nr)2 ⋅ d′2 ⋅ p2 (4.72)
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4.2.13.1.2 Approximation 2 In addition, we require

f ′4 ≥ 10 ⋅ p2 ⋅ (f ∕nr)2 ⋅ d′2 (4.73)

Then

T ≈
2 ⋅ (f ∕nr) ⋅ d′ ⋅ p2

f ′2
(4.74)

Within the validity of this approximation, the depth of field T is inversely pro-
portional to the square of the focal length (with a constant object distance p).
Reducing the focal length by a factor of 2 will enlarge the depth of field by a factor
of 4.

Example 4.8 For the validity of Equation 4.74: With d′ = 33 μm and f ∕nr = 8,
we get for

f ′ = 100 mm 1 m ≤ p ≤ 12 m
f ′ = 50 mm 0.5 m ≤ p ≤ 3 m
f ′ = 35 mm 0.35 m ≤ p ≤ 1.5 m

4.2.13.2 Depth of Field as a Function of 𝜷
We replace p in Equation 4.68 with Equation 4.52 and introduce f ∕nr. Then

pf ,n =
f ′2

(

1 − 𝛽

𝛽p

)

f ′ ⋅ 𝛽 ± (f ∕nr) ⋅ d′ (4.75)

and

T =
2 ⋅

(

1 − 𝛽

𝛽p

)

⋅ (f ∕nr) ⋅ d′

𝛽2 + (f ∕nr)2⋅d′2

f ′2

(4.76)

These equations are exact within the scope of Gaussian optics.

4.2.13.2.1 Approximation We require

𝛽
2 ≥ 10 ⋅

(f ∕nr)2 ⋅ d′2

f ′2
(4.77)

and introduce the effective f-number

(f ∕nr)e = (f ∕nr) ⋅
(

1 − 𝛽

𝛽p

)

Then

T ≈
2 ⋅ (f ∕nr)e ⋅ d′

𝛽2 (4.78)

Within the validity of this approximation, the depth of field T is independent of
the focal length (with equal 𝛽). For the depth of focus T , we have

T ′ ≈ 𝛽
2 ⋅ T (4.79)

T ′ = 2 ⋅ (f ∕nr)e ⋅ d′ (4.80)
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Example 4.9 For the range of validity

d′ = 33 μm (35 mm format) f ′ = 50 mm, f ∕nr = 16, |𝛽| ≥ 1
30

d′ = 100 μm (9 × 12 cm2) f ′ = 150 mm, f ∕nr = 16, |𝛽| ≥ 1
30

4.2.13.3 Hyperfocal Distance
In some cases, one has to image objects at (nearly) infinity and, in the same Case,
some other objects that are at a finite distance in the foreground. Then it will not
be useful to adjust the object distance at infinity. One rather has to adjust the
distance such that the far distance pf of the depth of field is at infinity. This is
called the hyperfocal distance p∞. From Equation 4.75, we see that for pf = ∞ the
denominator must vanish, which means

𝛽∞ = −
(f ∕nr) ⋅ d′

f ′
(4.81)

and from Newton’s equations we have

𝛽∞ =
z′∞
f ′

(4.82)

Thus

z′∞ = (f ∕nr) ⋅ d′ (4.83)

where z′∞ is the Newton image-side coordinate, counting from F ′. For the object
plane conjugate to this, we again have with Newton’s equations

z∞ = −
(f ′)2

(f ∕nr) ⋅ d′ (4.84)

For the pupil coordinates p∞, p′
∞ (with reference to the pupils), we see from

Equation 4.68 that the denominator must vanish and we get

p∞ = −
(f ′)2

(f ∕nr) ⋅ d′ −
f ′

𝛽p
= z∞ −

f ′

𝛽p
(4.85)

and with Equation 4.52

p′
∞ = (f ∕nr) ⋅ d′ + f ′ ⋅ 𝛽p = z′∞ + f ′ ⋅ 𝛽p (4.86)

Figure 4.48 gives an illustration of the Newton and pupil coordinates.
Finally, we are interested at the near limit of the hyperfocal depth of field. With

Equation 4.75 and the minus sign in the denominator and Equation 4.81, we get

pn = −
(f ′)2

2 ⋅ (f ∕nr) ⋅ d′ −
f ′

2𝛽p
(4.87)

and comparing it with (4.85)

pn =
p∞

2
(4.88)

The near limit of the hyperfocal depth of field is thus half of the hyperfocal dis-
tance p∞!
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For the near limit of the depth of focus, we start with Equation 4.81 and with

p = z −
f ′

𝛽p
, z ⋅ z′ = −f ′2 (4.89)

One has

z′n = 2 ⋅ z′∞
⎡
⎢
⎢
⎣

1
1 + 𝛽∞

𝛽p

⎤
⎥
⎥
⎦

(4.90)

Usually

𝛽∞ = −
(f ∕nr) ⋅ d′

f ′
≪ 𝛽p (4.91)

which leads to the approximation

z′n ≈ 2 ⋅ z′∞ (4.92)

4.2.13.4 Permissible Size for the Circle of Confusion d′

The permissible size for the circle of confusion depends on the resolution capabil-
ity of the detector. For visual applications, this is the eye with a resolving power of
approximately 1.5′. Together with the correct perspective viewing distance, this
would give the size d′ for the circle of confusion.
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Table 4.5 Standard diameters for the permissible circle of confusion for different image formats.

Format 90× 120 60× 90 60× 60 45× 60 24× 36 18× 24 7.5× 10.5 3.6× 4.8

Diagonal (mm) 150 108 85 75 43 30 13 6

d′ =
diag
1500

0.1 mm 72μm 57μm 50μm 29μm 20μm 9μm 4μm

d′
N stand. 0.1 mm 75μm 60μm 50μm 33μm 25μm 15μm 10μm

Δ in % 0 −4 −5 0 −12 −20 −40 −60
𝛽 for enlarging
to diag. 150 mm

1 1.39 1.76 2 3.49 5 11.5 25

Viewing angle
for d′

N
•𝛽 from

250 mm

1′23′′ 1′26′′ 1′27′′ 1′23′′ 1′35′′ 1′43′′ 2′23′′ 3′26′′

Moving pictures
less critical

But usually one does not look at an image with this distance, for instance taken
with a telephoto lens, but much closer. The reason is that the eye may detect
some details that could not be seen in the object only if the viewing angle is larger
than that to the object. With the correct perspective viewing distance, we have
however the same angle.

It thus makes sense to connect the viewing distance with the final image format.
Because a larger taking (format) requires only a smaller magnification for the final
print than a smaller taking format, the permissible size for the circle of confusion
may be larger for the larger sensor (format).

The starting point for the evaluation is an image format of 9 × 12 cm2, which
is observed at the standardized viewing distance of 25 cm without magnification.
For the permissible circle of confusion, we then have

d′ ≈
sensor diagonal

1500
= 150

1500
= 0.1 mm (4.93)

From the standardized viewing distance (5/3 of image diagonal), this corre-
sponds to an angle of 1.5′, which is the resolving power of the eye. The values
of d′ for other sensor formats follow from Equation 3.93 with the corresponding
image diagonal. For small diagonals, d′ will become smaller but the viewing angle
will be approximately the same, Table 4.5 (see Tables 4.6 and 4.7).

4.2.14 Laws of Central Projection–Telecentric System

4.2.14.1 Introduction to the Laws of Perspective
It is a well-known fact that extreme tele and wide angle photos show very different
impressions of spatial depth. When taking pictures with extreme telephoto lenses
(long focal length lenses), the impression of spatial depth in the image seems to
be very flat, whereas with extreme wide angle lenses (short focal lengths), the
spatial depth seems to be exaggerated. As an example, we look at the two photos
of a checker board (Figure 4.49).
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Table 4.6 Summary of the formulae for the depth of field and depth of focus.

Depth of field as function of

Distance p Magnification ratio 𝜷

Geometrically exact:

T =

2p ⋅ f ′2 ⋅ d′ ⋅ (f ∕nr) ⋅

(

p +
f ′

𝛽p

)

f ′4 − d′2 ⋅ (f ∕nr)2 ⋅

(

𝛽 +
f ′

𝛽p

)2 T =

2 ⋅

(

1 − 𝛽

𝛽p

)

⋅ (f ∕nr) ⋅ d′

𝛽2 +
(f ∕nr)2 ⋅ d′2

f ′2

pf ,n =
p ⋅ f ′2

f ′2 ± d′ ⋅ (f ∕nr) ⋅

(

p +
f ′

𝛽p

) pf ,n =

f ′2

(

1 − 𝛽

𝛽p

)

f ′ ⋅ 𝛽 ± (f ∕nr) ⋅ d′

Approximation 1: p < 10 f ′∕𝛽p Approximation: 𝛽2 ≥ 10 ⋅
(f ∕nr)2 ⋅ d′2

f ′2

T ≈
2f ′2 ⋅ (f ∕nr) ⋅ d′ ⋅ p2

f ′4 − (f ∕nr)2 ⋅ d′2 ⋅ p2
T ≈

2 ⋅ (f ∕nr)e ⋅ d′

𝛽2

pf ,n ≈
f ′2

f ′2 ± p ⋅ d′ ⋅ (f ∕nr)
T ′ ≈ 𝛽

2 ⋅ T = 2 ⋅ (f ∕nr)e ⋅ d′

Approximation 2:
10f ′∕𝛽p < p < f ′∕3(f ∕nr)d′

T ≈
2(f ∕nr) ⋅ d′ ⋅ p2

f ′2

Table 4.7 Summary of the formulae for the hyperfocal
distance.

Hyperfocal distance

Newton coordinates Pupil coordinates

Exact z∞ =
f ′2

(f ∕nr) ⋅ d′ p∞ = z∞ −
f ′

𝛽p

z′∞ = (f ∕nr) ⋅ d′ p′
∞ = z′∞ + 𝛽pf ′

zn = 1
2

(

z∞ +
f ′

𝛽p

)

pn =
p∞

2

z′n = 2z′∞
1

1 −
(f ∕nr) ⋅ d′

f ′ ⋅ 𝛽p

p′
n = z′n + 𝛽p ⋅ f ′

Approximation: (f ∕nr) ⋅ d′ ≤ 1
10

f ′ ⋅ 𝛽p p′
n = 2z∞ + 𝛽p ⋅ f ′

z′n = 2 ⋅ z′∞
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Figure 4.49 Wide angle and tele perspective.

Both photos have been taken with a small format camera (24 mm × 36 mm),
the left one with a moderately wide angle lens (focal length 35 mm) and the right
one with a telephoto lens of 200 mm focal length. In both Pictures, the foreground
(e.g., the front edge of the checker board) has almost the same size. In order
to realize this, one has to approach the object very closely with the wide angle
lens (∼35 cm). With the telephoto lens, however, the distance has to be very large
(∼2 m).

One may clearly observe that with the wide angle lens the chess figures, which
were arranged in equally spaced rows, seem to become rapidly smaller, thus giv-
ing the impression of large spatial depth. In contrast, with the telephoto lens
picture, the checker figures seem to reduce very little, thus leading to the impres-
sion that the spatial depth is much lower. What are the reasons for these different
impressions of the same object?

In order to give a clear understanding for these reasons, we look away from
all laws of optical imaging by lenses and look at the particularly simple case of a
pinhole camera (camera obscura).

We call the distance between the pinhole and the image plane the image width
p′. With this pinhole camera, we want to image different regularly spaced objects
of the same size into the image plane.

Figure 4.50 shows a side view of this arrangement.
Each object point, for example, also the top of the objects – shown by the

arrows – will emit a bundle of rays. But only one single ray of this bundle will
pass through the pinhole onto the image plane. Thus, this indicates the top of the

Objects

y1
y2y3

Projection center

Pinhole camera

Image plane

Images

p′

Figure 4.50 Imaging with a pinhole camera.
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object in the image and hence its size. All other rays of this object point are of no
interest for this image.

In this manner, if we construct the images of all objects, we will see that the
images will become smaller and smaller the more distant the object is from the
pinhole. The pinhole is the center at which all imaging rays cross each other.
Therefore we will call it the projection center.

To summarize, the farther the object is located from the projection centre,
the smaller is the image. This kind of imaging is called entocentric perspec-
tive.

The characteristic feature of this arrangement is that, viewed in the direction
where the light travels, we have first the object, then the projection centre, and,
finally, the image plane. The objects are situated at a finite distance in front of the
projection center.

But now, what are the reasons for the different impressions of spatial depth?
With the wide angle lens, the distance to the first object y is small, whereas with
the tele-lens this distance is considerably larger by a factor of 6. We shall simulate
this situation now with the help of our pinhole camera (Figure 4.51).

The picture on the top (case (a)) shows the same situation as in Figure 4.50. In
the picture at the bottom (case (b)), the distance to the first object is however 3.5
times larger. In order to image the first object y1 with the same size as in case (a),
we have to expand the image distance by the same factor 3.5 correspondingly. We
now see that the three objects y1, y2, y3 have nearly of the same size as with the
telephoto lens of Figure 4.49. Whereas in case (a) the image y′3 is roughly half the
size of the image y′1, in case (b) it is three-quarters of that size. There would have
been no change in the ratio of the image sizes if the image distance p′ in case (b)
were the same as in case (a); only the total image size would become smaller and
could be enlarged to the same size.

Objects

(a)

(b)

Image
distance

p′

Objects

Image plane
in case (a)

Object distance p1 Image distance
p′

Object
distance

p1

y1
y2y3

y1y2y3

Figure 4.51 Imaging with different object distances.
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h

Equally sized objects

Pinhole camera

p1

Figure 4.52 Positional arrangement of the objects in space.

Conclusion 4.7 The only thing that is important for the ratio of the image sizes
is the distance of the objects from the projection center.

To gain a clearer picture of the resulting spatial depth impression, we have to
arrange the object scene in space, as shown in Figure 4.52.

Here we have two rows of equally sized and equally spaced objects (arrows).
We may imagine the objects to be the checker figures of Figure 4.49. The pinhole
camera is located centrally and horizontally in between the two object rows at a
distance p1 and height h relative to the objects. For the construction of the images
taken with different object distance p1, we choose to view this scene from above.
This is shown in Figure 4.53.

Here, the objects are represented by circles (view from above) and are situated
on the dashed background plane. The pinhole camera is shown by its projection
center and its image plane. The image plane is perpendicular to the plane of the
paper, and is therefore only seen as a straight line. The projection rays (view from
above) are shown only for one row of the objects for the sake of clarity and not to
overload the drawings.

The two parallel straight lines on which the objects are positioned intersect
each other at infinity. Where is this point located in the image plane? It is given by
the ray with the same direction as the two parallel straight lines passing through
the projection center and cutting the image plane.

If we tilt the image plane toward the plane of the paper, we may now reconstruct
all the images.

The horizon line (skyline) is to be found at an image height h′ as the image of
the height h of the pinhole camera above the ground. The point of intersection of
the two parallel lines at infinity is located in the image plane on this horizon and
is the far point F for this direction. We transfer now all the intersection points
of the projection rays with the perpendicular image plane onto the tilted image
plane. The connecting line between the intersection point of the nearest object
projection ray and the far point gives the direction of convergence of the two
parallel object lines in the image. In this way, we may construct all the images
of different objects. If we now finally rotate the image by 180∘ and remove all
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Object
scenario

Projection centre

Image plane

Image plane tilted in
screen plane

F

Horizon-line

F

h′

h′

Projection centre

Image plane
Image plane tilted in
screen plane

Horizon-line

Final image
(rotated by 180°)

p1

p1

Figure 4.53 Constructing the images of the object scene.

auxiliary lines, we then see very clearly the effect of different perspectives for the
two object distances. This is in good agreement with the photo of the introductory
example (Figure 4.49).

Imagine now we want to measure the heights of different objects from their
images. This proves to be impossible because equally sized objects have different
image sizes depending on the object distance which is unknown in general. The
requirement would be that the images should be mapped with a constant size
ratio to the objects. Only in this case would equally sized objects give equally
sized images, independent of the object distance.

In order to see what this requirement implies, we will investigate the image
size ratios of equally sized objects under the influence of the object distance
(Figure 4.54).
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Objects

y′2

y′1

t

Pinhole camera

Image plane

Images

Image
distance

p′p2

p1

Projection center

y1
y2

Figure 4.54 Image size ratio and object distance.

From Figure 4.54
y′1
y1

=
p′

p1
and

y′2
y2

=
p′

p2
(4.94)

The image size ratio y′1∕y′2 will be called m. Dividing the first equation by the
second and knowing that y1 = y2 will result in the following:

y′1
y′2

= m =
p2

p1
(4.95)

The image sizes of equally sized objects are inversely proportional to the corre-
sponding object distances.

In addition to

t = p2 − p1 = y′1 ⋅ m − y′1 (4.96)

we have

p1 = t
m − 1

, p2 = t ⋅ m
m − 1

(4.97)

If now p1 becomes larger and larger, the ratio
p2

p1
=

p1 + t
p1

(4.98)

approaches 1, and hence also the image size ratio y′1∕y′2. In the limit, as p1 reaches
infinity, the image size ratio will be exactly 1.

This is the case of telecentric perspective:

The projection center is at infinity, and all equally sized objects have the
same image size.

Of course, we may not realize this in practice with a pinhole camera, since the
image distance p′ would also go to infinity. But with an optical trick we may trans-
form the projection center into infinity without reducing the image sizes to zero.
In front of the pinhole camera, we position a lens in such a way that the pinhole
lies at the (image-side) focal point of this lens (see Figure 4.55).
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Projection center at
− ∞

f ′

Pinhole in
in F′

Lens Pinhole camera

Image plane

Equally
sized
images

Image distance p′

Object

y1
y2

Figure 4.55 Object-side telecentric perspective.

The image of the pinhole imaged by the lens onto the left side in the object space
is now situated at infinity. Only those rays parallel to the axis of symmetry of the
pinhole camera will pass through the pinhole, because it lies at the image-side
focal point of the lens. That is why all equally sized objects will be imaged with
equal size onto the image plane.

As a consequence of the imaging of the pinhole, we now have two projection
centers, one on the object side (which lies at infinity) and other on the side of the
images, which lies at a finite distance p′ in front of the image plane. Therefore this
arrangement is called object-side telecentric perspective.

If the pinhole is positioned with regard to the lens in such a way that its image
(in object space on the left) is situated at a finite distance in front of the objects,
the case of hypercentric perspective is realized (see Figure 4.56).

The projecting rays (passing through the pinhole) now have such a direction
that their backward extensions pass through the object-side projection center.

All equally sized objects will now be imaged with larger size, the farther they
are from the pinhole camera. Thus we may look around the corner!

At the end of this section we will show some examples that are of interest for
optical measurement techniques. The object is a plug-in with many equally sized
pins. Figure 4.57 shows two pictures taken with a 2/3 in. CCD camera and two
different lenses.

Lens

Objects

Pinhole camera

f′

Pinhole
in F′

Image plane

Images

Image distance p′

Object-side
projection-center

y2 y1

Figure 4.56 Hypercentric perspective.
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Figure 4.57 Entocentric and telecentric perspective.

The left side picture is taken with a lens with a focal length of 12 mm (this
corresponds roughly to a standard lens of 50 mm focal length for the format
36 mm × 24 mm). Here we clearly see the perspective convergence of parallel
lines, which is totally unsuitable for measurement purposes. On the other hand,
the telecentric picture on the right, which is taken from the same position, shows
all the pins with equal size and is thus suited for measurement purposes.

Perspective convergence is true not only for horizontal views into the object
space but also for views from the top of the objects. This is shown for the same
plug-in in Figure 4.58.

Figure 4.58 Viewing direction from the top of the object.
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The picture with the standard lens ( f ′ = 12 mm) shows only one pin exactly
from top (it is the fourth, counted from left). All others show the left or right
sidewalls of the pins. For the picture with a 3× telephoto lens ( f ′ = 35 mm), this
effect is already diminished. But only the picture taken with a telecentric lens
clearly shows all pins exactly from the top. In this case, the measurement of the
distance of all the pins is possible.

4.2.14.2 Central Projection from Infinity – Telecentric Perspective

4.2.14.2.1 Object-Side Telecentric Systems
Limitation of Ray Bundles As has been shown in Section 4.2.12.4, there are two
projection centers with Gaussian optics: the center P of the entrance pupil
in object space, and the center P′ of the exit pupil in image space. Hence, for
object-side telecentric systems the object-side projection center P (and therefore
the entrance pupil) has to be at infinity (cf. Section 4.2.14.1).

In the simplest case – which we choose for didactic reasons – this may be done
by positioning the aperture stop at the image-side focal point of the system. The
aperture stop is then the exit pupil (EXP). The entrance pupil (EP) is the image of
the aperture stop in the object space, which is situated at infinity and is infinitely
large. For the pupil magnification ratio, we therefore have

𝛽p =
∅EXP

∅EP
= 0 (4.99)

(Figure 4.59).
The chief rays (blue) are parallel to the optical axis (virtual from the direction

of the center EP – dashed), and pass through the edge of the object to the lens,
from there to the center of EXP, and finally to the edge of the image.

This chief ray is the same for all equally sized objects (y1, y2) regardless of their
axial position, and it intersects the fixed image plane at one single point. For the
object y2, it is (in a first approximation) the central ray of the circle of confusion.

The result is that the image size in a fixed image plane is independent of
the object distance.

MR

Edge EP
(−∞)Center EP

(−∞)

F H = H′ F′
EXP

Image
plane

p′

PR

MRPR

CR

PR

PR
α α α′ω′

f′
Circle of
confusion

y′21y′

y2y1

Figure 4.59 Principle of object-side telecentric imaging.
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The marginal rays (MRs; red) and the pharoid rays (PRs; black and green) have
an aperture angle 𝛼 that depends on the diameter of the aperture stop AS (=EXP).
Here we may see the characteristic limitation for imaging with telecentric sys-
tems:

The diameter of the optical system (in the present case, the lens) must at
least be as large as the object size plus the size determined by the aperture
angle of the beams.

The imaging equations now become
p′ = −f ′ ⋅ 𝛽 (counted from EXP) (4.100)
p =∞ (counted from EP) (4.101)

𝛽p =
tan𝜔p

tan𝜔
′
p′

= 0 ⇒ ∅EP = ∞ (4.102)

c = f ′ ⋅
(

1 − 𝛽

𝛽p

)

= ∞ (camera constant) (4.103)

The f -number f ∕nr = f ′∕∅EP is now formally 0 and 1∕𝛽p approaches infinity.
Therefore, the usual expression for the depth of field will be undetermined. We
may, however, transform the equation

T =
2d′ ⋅ (f ∕nr) ⋅

(

1 − 𝛽

𝛽p

)

𝛽2

=
2d′ ⋅ f ′ ⋅

(
1

∅EP
− 𝛽

∅AP

)

𝛽2 (4.104)

lim
∅EP→∞

T =
−2 ⋅ f ′

∅AP
⋅

d′

𝛽

from Figure 4.59:
f ′

∅AP∕2
= sin 𝛼 (4.105)

We have

T = − d′

𝛽 ⋅ sin 𝛼

(4.106)

where A = sin(𝛼) is the object side numerical aperture. With the sine condition
sin 𝛼

sin 𝛼′ = −𝛽 (4.107)

we get

T = d′

𝛽2 ⋅ sin 𝛼′ (4.108)

A′ = sin(𝛼′) = image side numerical aperture.

4.2.14.2.2 Bilateral Telecentric Systems
Afocal systems For bilateral (object and image side) telecentric systems, the
entrance pupil (EP) and the exit pupil (EXP) have to be at infinity. This we may
achieve only with a two-component system, since the aperture stop has to be
imaged in the object space as well as in the image space to infinity. It follows



230 4 Optical Systems in Machine Vision

that the image-side focal point of the first component must coincide with
the object-side focal point of the second component (F ′

1 = F2). According to
Section 4.2.11 (system of lenses), we may represent the two components of the
system by two thin lenses in a first approximation.

Such systems are called afocal systems since the object- and image-side focal
points (F , F ′) for the complete system are at infinity now. Figure 4.60 shows the
case of two components L1, L2 with positive power.

A ray parallel to the optical axis leaves the system also parallel to the optical
axis. The intersection point lies at infinity; this is the image-side focal point F ′

of the system. The same is true for the object-side focal point F of the system
(afocal means without focal points). A typical example of an afocal system with
two components of positive power is the Keplerian telescope. Objects that prac-
tically lie at infinity will be imaged by this system again at infinity. The images are
observed behind the second component with the relaxed eye (looking at infinity).
Figure 4.61 shows this for an object point at the edge of the object (e.g., the edge
of the moon’s disk).

The clear aperture of the first component (L1 = telescope lens) now acts as
the entrance pupil (EP) of the system. The image of EP, imaged by the second
component (L2 = eye-piece), is the exit pupil (EXP) in the image space (dashed
black lines).

The object point at infinity sends a parallel pencil of rays at the field angle 𝜔P
into the component L1. L1 produces the intermediate image y′ at the image-side
focal plane F ′

1. At the same time, this is the object-side focal plane for compo-
nent L2. Hence this intermediate image is again imaged to infinity by the second

L1 L2

F′

F

F′ = F21

−∞

∞

Figure 4.60 Afocal systems.
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−∞
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Figure 4.61 Kepler telescope.
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component L2 with a field angle of 𝜔′
P′ . The eye is positioned at the exit pupil

EXP and observes the image without focusing under the field angle 𝜔′
P′ . Since the

object and the image are situated at infinity (and are infinitely large), the magni-
fication ratio is undetermined. In this case, for the apparent magnification of the
image, it depends on how much the tangent of the viewing angle 𝜔

′
P′ has been

changed compared to the observation of the object without telescope from the
place of the entrance pupil (tangent of viewing angle𝜔P). In this way, the telescope
magnification is defined:

The telescope magnification VF is the ratio of the viewing angle
(tan𝜔

′
P′ ) with the instrument to the viewing angle (tan𝜔P) without the

instrument.

VF =
tangent of the viewing angle 𝜔

′
P′ with instrument

tangent of the viewing angle 𝜔P without instrument
(4.109)

From Figure 4.61

tan𝜔P =
y′

f ′1
(4.110)

tan𝜔
′
P′ =

y′

f2
= −

y′

f ′2
(4.111)

Hence the telescope magnification VF is given by

VF = −
f ′1
f ′2

(4.112)

With a large focal length f ′1 and an eye piece with focal length f ′2 , we will get a large
magnification of the viewing angles. This is the main purpose of the Keplerian
telescope.

Imaging with Afocal Systems at Finite Distances With afocal systems, one may,
however, not only observe objects at infinity but also create real images at a finite
position. This is true in the case of a contactless optical measurement technique
and has been the main reason for choosing the Keplerian telescope as a starting
point.

In order to generate real images with afocal systems, we have to consider the
following fact: we will get real final images only when the intermediate image of
the first component is not situated in the region between F ′

1 = F2 and the second
component. Otherwise, the second component would act as a magnifying lupe
and the final image would be virtual. This is explained in Figure 4.62.

The object is now situated between the object-side focal points F1 and L1.
Because of this, the intermediate image y′ is virtual and is located in front of the
object. This virtual intermediate image is then transformed by L2 into the real
final image y′′.

For the mathematical treatment of the imaging procedure, we now apply New-
ton imaging equations one after another to components L1 and L2.
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y′
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Figure 4.62 Real final images with afocal systems.

Intermediate image at component L1:

𝛽1 = −
z′1
f ′1

= −
f1

z1
(4.113)

This intermediate image acts as an object for the imaging at the second com-
ponent L2 (in Figure 4.62). The intermediate image is virtual, and hence for the
second component a virtual object!

With the relation

F ′
1 = F2 (afocal system) (4.114)

we have

z2 = z′1 (4.115)

For imaging at the second component (L2)

𝛽2 = −
f2

z2
= −

z′2
f ′2

(4.116)

The overall magnification ratio is
𝛽 = 𝛽1 ⋅ 𝛽2 (4.117)

𝛽 = −
z′1
f ′1

⋅
( f2

z2

)

(4.118)

With z′1 = z2 and f2 = −f ′2 , this gives

𝛽 = −
f ′2
f ′1

(4.119)

With the telescope magnification VF

𝛽 = 1
VF

(4.120)

The overall magnification ratio is independent of the object position (char-
acterized by z1) and constant.



4.2 Gaussian Optics 233

This is valid – in contrast to the object-side telecentric imaging (where
the image size has been constant only for a fixed image plane, cf. Section
4.2.14.2.1) – for all image planes conjugate to different object planes. If the image
plane is slightly tilted, there is – to a first approximation – no change in the
image size, because the image-side chief ray is parallel to the optical axis. The
image size error produced by the tilt angle depends only on the cosine of this
angle.

The image positions may be calculated with the help of the second form of the
Newton equations:

z1 =
f ′1 ⋅ f1

z′1
, z′2 =

f ′2 ⋅ f2

z2
(4.121)

Dividing the second equation by the first one yields
z′2
z1

=
f ′2 ⋅ f2

f ′1 ⋅ f1
⋅

z′1
z2

(4.122)

With z′1 = z2, we have

z′2 =
f ′2 ⋅ f2

f ′1 ⋅ f1
⋅ z1 = (−𝛽)2 ⋅ z1 = 𝛽

2 ⋅ z1 (4.123)

For the axial magnification ratio 𝛼, we have

𝛼 =
dz′2
dz1

= 𝛽
2 = const (4.124)

Limitation of Ray Bundles We now position the aperture stop (AS) at F ′
1 = F2. The

entrance pupil (EP; as the image of the aperture stop in the object space) is now
situated at (−) infinity, and the exit pupil (EXP; as the image of the aperture stop
in the final image space) is situated at (+) infinity. With that, we may construct
the ray pencil limitations as in Figure 4.63.
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Figure 4.63 Limitation of ray bundles for a bilateral telecentric system.
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The principal rays MR (blue) are again the projection rays and represent the
central ray of the imaging ray pencils. They start parallel to the optical axis (com-
ing virtually from the direction of the center of EP at infinity – dashed), pass
through the edges of the objects y1 and y2 up to component L1 and from there
through the center of the aperture stop (which is conjugate to EP, EXP) to compo-
nent L2, and finally proceed parallel to the optical axis to the edge of the images
and point virtually to the center of EXP at infinity (dashed).

The marginal rays (MRs; red) have an aperture angle 𝛼 that depends on the
diameter of the aperture stop. They start at the axial object point (pointing back-
ward virtually to edge of EP) up to L1, from there to the edge of the aperture stop
up to component L2, and proceed finally to the image (pointing virtually to the
edge of EXP at infinity).

The pharoid rays PS (pink and green) also have an aperture angle 𝛼. They come
virtually from the edge of EP (dashed) to the edge of the objects, from there real up
to component L1, then through the edge of the aperture stop up to L2, and finally
to the edge of the image (pointing virtually to the edge of EXP at infinity-dashed).

Here we may see, again, very clearly that because of the bilateral Tele-
centricity, equally sized objects will give equally sized images, even for
different image planes.

Pupil Magnification Ratio 𝜷p Since EP and EXP are at infinity (and are infinitely
large), we may not use the term magnification ratio but should speak correctly
of the pupil magnification 𝛽p. The principal rays of the Keplerian telescope (cf.
Figure 4.61) are now the marginal rays of the bilateral telecentric system, since
the positions of pupils and objects/images have been interchanged. Therefore,
we may define the pupil magnification 𝛽p in a way analogous to the telescope
magnification VF :

𝛽p =
tangent of marginal ray 𝛼

′ of EXP
tangent of marginal ray 𝛼 of EP

=
tan𝜔

′
F

tan𝜔F
= VF (4.125)

𝛽p =
tan 𝛼

′

tan 𝛼

=
1
2
∅AB

f2
⋅

f ′1
1
2
∅AB

= −
f ′1
f ′2

= VF (4.126)

Depth of Field The starting point is the formula that expresses the depth of field
as a function of the magnification ratio 𝛽 (cf. Section 4.2.13.2).

T = 2 ⋅ d′

𝛽2 ⋅ (f ∕nr)e (4.127)

We have

(f ∕nr)e =
f ′

∅EP

(

1 − 𝛽

𝛽p

)

(4.128)

(f ∕nr)e

𝛽

=
f ′

∅EP
⋅
(

1
𝛽

− 1
𝛽p

)

=
p

∅EP
(4.129)
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Hence

T = 2 ⋅ d′

𝛽

⋅
(f ∕nr)e

𝛽

= 2 ⋅ d′

𝛽

⋅
p

∅EP
= d′

𝛽

⋅
zp

∅EP
(4.130)

with

lim
p→∞

∅EP

zp
= sin 𝛼 (4.131)

This gives for the object-side depth of field:

T = d′

𝛽 ⋅ sin 𝛼

(4.132)

with
sin 𝛼

′

sin 𝛼

= 1
𝛽

and T ′ = 𝛽
2 ⋅ T (4.133)

We have

T ′ = d′

sin 𝛼′ (4.134)

4.3 Wave Nature of Light

4.3.1 Introduction

We come back to the starting point of geometrical optics: because of the very
small wavelength of light (𝜆 ≈ 0.5 μm), we introduced in the wave equation (4.1)
the limiting case 𝜆 → 0 as an approximation. This resulted in the Eikonal equation
and the concept of light rays.

As a further approximation, we introduced for the paraxial region the Gaussian
optics: the homocentric ray pencil from a certain object point is transferred to a
homocentric ray pencil converging at a well-defined image point.

This is valid only under the assumption that the spatial dimensions are large
compared to the wavelength of light. If one looks at regions on the order of the
magnitude of the wavelength in the neighborhood of the image “point” or at the
limits of the geometrical shadow, then the limiting case 𝜆 → 0 is invalid and geo-
metrical optics is no longer meaningful.

Since this wave propagation is in general not rectilinear as required by the light
rays, it is termed as diffraction.

First investigations on the propagation of waves were undertaken by Christian
Huygens (1678!). He postulated that each point on a wavefront is the source of a
secondary spherical wave. Then the wavefront at a later time will be given by the
envelope of all the secondary wavelets (Figure 4.64).

With these assumption, he was, however, not able to give a satisfactory
explanation of the wave propagation. Much later (1818), Augustin Fresnel
introduced Young’s principle of interference in diffraction theory. In this way, he
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Plane Spherical
Wavefronts

Figure 4.64 Reconstruction of the wavefront by secondary
wavelets.

could calculate the diffraction phenomenon with good accuracy. However, he
had to introduce some strange assumptions on the Huygens wavelets:

1) The phase of the wavelets differs by 𝜋∕2 from the original wave front at this
point.

2) The amplitude is proportional to 1∕𝜆.
3) There exists an obliquity factor.

These assumptions could be confirmed by Kirchhoff (1882) and Sommerfeld
(1894) in the development of a scalar diffraction theory.

4.3.2 Rayleigh–Sommerfeld Diffraction Integral

As implied by the wave equation (4.1), the electric disturbance is a vectorial quan-
tity. We neglect this vectorial nature by dealing with one component only. This
scalar theory will give accurate results only if the following conditions are met:

1) The diffracting aperture must be large compared to the wavelength.
2) The diffracted field must not be observed too close to the aperture.

In any case, all polarization phenomena are neglected, since these essentially
depend on the vectorial nature of light. We then may write the field amplitude
for a monochromatic wave as

u(r⃗, t) = U0(r⃗) cos[2𝜋𝜈t + 𝜙(r⃗)] (4.135)

where U0(r⃗) and 𝜙(r⃗) are the amplitude and phase of the wave at position r⃗,
respectively. This may be expressed in an exponential form as

u(r⃗, t) = Re
[

U0(r⃗) ⋅ ei[2𝜋𝜈t+𝜙(r⃗)]
]

= Re
[
U(r⃗) ⋅ ei2𝜋𝜈t] (4.136)

where Re means the real part, and U(r⃗) is the complex amplitude and a function
of the position r⃗(x, y, z).

The real disturbance u(r⃗, t) must satisfy the scalar wave equation

Δu − 1
c2

𝜕
2u
𝜕t2 = 0 (4.137)

Substituting (4.136) in (4.137) with c = 𝜆 ⋅ 𝜈 gives

ΔU + 4𝜋2

𝜆2 U = 0 (4.138)
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With
|
|
|
k⃗||
|

2
= k2 = 4𝜋2

𝜆2 , k = wave number (4.139)

one has

ΔU(r⃗) + k2U(r⃗) = 0 (4.140)

This is the time-independent Helmholtz equation. Only the relative phases of the
wave are of importance, not the absolute phases given by t since a monochromatic
wave exhibits absolutely synchronous time behavior at all points of space. The
particular solutions of Equation 4.140 are as follows:

1) Plane wave in the x-direction:

U(x) = U0 e−ikx (4.141)

2) Spherical wave:

U(|r⃗|) =
U0

r
⋅ e−ikr (4.142)

We shortly describe the conditions that lead to the Rayleigh–Sommerfeld for-
mulation of scalar diffraction

1) With the Helmholtz equation (4.140)
2) With Greens theorem of vector analysis and
3) With the appropriate boundary conditions (the Greens function introduced

by Sommerfeld without discrepancy).

One gets the amplitude of the wave at a point P(r⃗0) behind an aperture of an
infinite opaque screen as a superposition of spherical waves that originate from
the wavefront in the diffracting aperture, Figure 4.65.

The diffraction integral has the form

U(r⃗0) = − 1
i𝜆∫ ∫


U(r⃗1)

e−ik⃗⋅(r⃗0−r⃗1)

|r⃗0 − r⃗1|
cos(n⃗, r⃗0 − r⃗1)dS (4.143)

The integration has to be taken over the whole surface  of the aperture.

Figure 4.65 Diffraction by a
plane screen.
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The first factor under the integral is the (complex) amplitude of the incident
wavefront at point r⃗1; the second factor is the spherical wave.

The following conditions must hold:

1) The amplitude of the wave immediately behind the limiting aperture is zero,
whereas within the aperture it remains undisturbed.

2) The distance of the observation point r⃗0 from the screen is very large com-
pared to the wavelength: |r⃗0 − r⃗1| ≫ 𝜆.

Equation 4.143 gives the explanation for the seemingly arbitrary assumptions
of Fresnel:

1) phase advance of the secondary wavelets by

−1
i
= +i = e+i 𝜋

2

2) amplitudes proportional to 1∕𝜆
3) obliquity factor as the cosine between the normal n⃗ of the wavefront at r⃗1 and

r⃗0 − r⃗1 as the direction of the point U(r⃗0)viewed from r⃗1:

cos(n⃗, r⃗0 − r⃗1)

Note 4.8 The diffraction integral may be interpreted as a superposition inte-
gral of linear system theory (refer to Section 4.4)

U(r⃗0) = ∫ ∫
S

U(r⃗1)h(r⃗0, r⃗1)dS (4.144)

with

h(r⃗0, r⃗1) = − 1
i𝜆

e−ik⃗⋅(r⃗0−r⃗)

|r⃗0 − r⃗1|
cos(n⃗, r⃗0 − r⃗1) (4.145)

as impulse response of the system of wave propagation. The impulse response cor-
responds to the Huygens elementary waves or: the response of the system of wave
propagation to a point-like excitation is a spherical wave.

4.3.3 Further Approximations to the Huygens–Fresnel Principle

We make the following assumptions:

1) Plane diffracting aperture Σ
2) Plane observation surface B parallel to it
3) Distance z between these two planes much larger than the dimensions of Σ

and B

z ≫ dimension of Σ
z ≫ dimension of B

(Figure 4.66).



4.3 Wave Nature of Light 239

Figure 4.66 Geometry of the
diffraction constellation.

Aperture ∑

Observation
region B

z

xp

yp

xi

yi

rip
→

This gives

cos(n⃗, r⃗ip) ≈ 1,

with an accuracy of 1% for an angle of 8∘. Then the diffraction integral will give

U(xi, yi) = − 1
i𝜆∫ ∫

ℝ2

P(xp, yp) ⋅ U(xp, yp) ⋅
e−ik⃗⋅r⃗ip

rip
dxp dyp (4.146)

The function P(xp, yp) takes into consideration the boundary conditions

P(xp, yp) =
{

1 within the diffracting aperture
0 outside the diffracting aperture

With our geometrical assumptions 1–3, we may replace r⃗ip = r⃗0 − r⃗1 in the
denominator of the third factor in the integral equation (4.146) by z, but not
in the exponent of the third factor since |k⃗| is a large number |k⃗| = 2𝜋

𝜆

and the
phase error would be much larger than 2𝜋.

4.3.3.1 Fresnel’s Approximation
The expression in the exponent will be developed into a power series as

rip =
√

z2 +
(
xi − xp

)2 + (yi − yp)2 = z

√

1 +
(xi − xp

z

)2

+
(yi − yp

z

)2

(4.147)

With
√
(1 + b) = 1 + 1

2
b − 1

8
b2 + · · · (|b| < 1)

we get

z

√

1 +
(xi − xp

z

)2

+
(yi − yp

z

)2

≈ z

[

1 + 1
2

(xi − xp

z

)2

+
(

1
2

yi − yp

z

)2
]

(4.148)

and the diffraction integral will become

U(xi, yi) = −eikz

i𝜆z∫ ∫
ℝ2

P(xp, yp)U(xp, yp)e
i k

2z
[(xi−xp)2+(yi−yp)2] dxp dyp (4.149)



240 4 Optical Systems in Machine Vision

If we expand the quadratic terms in the exponent, we get

U(xi, yi) ⋅ e
−i
𝜋

𝜆z
(x2

i + y2
i ) (4.150)

= c∫ ∫
ℝ2

P(xp, yp)U(xp, yp)e
i 𝜋

𝜆z
(x2

p+y2
p) e−i 2𝜋

𝜆z
(xixp+yiyp) dxp dyp

with c a complex factor.

4.3.3.1.1 Interpretation of Equation 4.150 Apart from the corresponding phase
factors −i k

2z
(x2

i + y2
i ) and +i k

2z
(x2

p + y2
p), which appear as factors for the diffracted

and incident wave, the complex amplitude in the plane z is given by a Fourier
transform of the wave in plane z = 0 where the spatial frequencies r and s have
to be taken as

r =
xi

𝜆 ⋅ z
, s =

yi

𝜆 ⋅ z
(4.151)

in order to get correct units in the image plane. (For the meaning of spatial fre-
quencies, see Section 4.4.)

The mentioned phase factors may be interpreted as optical path difference, so
that the corresponding wavefronts will be curved surfaces. The deviation of the
wavefront from the x–y plane for each point is equal to the path difference intro-
duced by the phase factors. For the image plane

e
−i 𝜋

𝜆

(
x2

i +y2
i

z

)

= e+i 𝜋
𝜆

c (c = constant) (4.152)

and one has

z = −1
c
(x2

i + y2
i ) (4.153)

This is a rotation paraboloid opened in the −z-direction. In the same way, for the
plane z = 0 (index p) one gets a rotation paraboloid opened in the +z-direction.

However, we know that these paraboloids are quadratic approximations to
spherical surfaces!

If, therefore, the complex amplitude of the incident wave is given on a spherical
surface, then the complex amplitude of the diffracted wavefront is also given on
a spherical surface by simple Fourier transformation.

4.3.3.1.2 The Fraunhofer Approximation An even simpler expression for the
diffraction pattern is obtained if one chooses more stringent approximations
than those of the Fresnel case.

If we assume

z ≫

k(x2
p + y2

p)max

z
and z ≫

k(x2
i + y2

i )max

2
(4.154)

then

U(xiyi) = c∫ ∫
ℝ2

U(xpyp)e
−i 2𝜋

𝜆z
(xpxi+ypyi) dxp dyp (4.155)
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This is simply the Fourier transform of the aperture distribution evaluated at
spatial frequencies r = xi∕𝜆z, s = yi∕𝜆z.

The requirement of the Fraunhofer approximation is quite stringent; However,
one may observe such diffraction patterns at a distance closer than required by
Equation 4.154 if the aperture is illuminated by a spherical converging wave or if
an (ideal) lens is positioned between the aperture and the observing plane.

4.3.4 Impulse Response of an Aberration-Free Optical System

An ideal lens, which fulfils completely the laws of Gaussian optics, will transfer a
diverging homocentric ray pencil (with its intersection point at a certain object
point) into a converging homocentric pencil with its intersection point at the
ideal (Gaussian) image point.

As pointed out in Section 4.1.1, light rays are the orthogonal trajectories of the
wavefronts. Thus for a homocentric pencil of rays, the corresponding wavefronts
are spherical with their center at the intersection point of the homocentric ray
pencil. Such a system, which converts a diverging spherical wave into a converg-
ing spherical wave, will be called diffraction-limited.

Speaking in terms of imaging, a diverging spherical wave originating from a
certain object point and traveling to the entrance pupil will be transformed by the
diffraction-limited optical system into a converging spherical wave originating
from the exit pupil and traveling toward the ideal image point, Figure 4.67.

The problem of finding the impulse response (for the diffraction-limited optical
system) may thus be dealt with in three steps:

1) The impulse response of the system of wave propagation to a point-like distur-
bance (object point) is a spherical wave, namely a Huygens elementary wave
as shown in Section 4.3.3.

EP

p

EXP

System of wave
propagation

p′

Object plane Image plane

Impulse response Wave transformation
by the optical system 

yo

xo

yp y′p

x′p
xp

yi

xi

Figure 4.67 Imaging situation for a diffraction-limited optical system.
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2) This wave enters the optical system and will be transformed in an ideal man-
ner. This transformation by the diffraction-limited system must be formulated
mathematically.

3) The spherical wave originating from and limited by the exit pupil will be dealt
within the Fresnel approximation in order to end with the amplitude distribu-
tion in the image plane.

This point of view, that is, to consider the wave propagation from the finite exit
pupil, was introduced by Rayleigh (1896) and is essentially equivalent to the con-
siderations of Abbe (1873), who analyzed the relations in the finite entrance pupil.

We will consider the three indicated steps now.

1) Impulse response
According to Section 4.3.3, and with reference to Figure 4.67, we have for the
impulse response in Fresnel approximation

UEP(xp, yp) = − 1
i𝜆p

e−i k
2p
[(xp−x0)2+(yp−y0)2] (4.156)

2) Ideal lens transformation tl(xp, yp)
This transformation will be given as a result only; detailed considerations may
be found in [2].

tl(xp, yp) = c P(xp𝛽p, yp𝛽p) ⋅ e
+i

k𝛽2
p

2z′
P′
(x2

p+y2
p) (4.157)

with

P(xp𝛽p, yp𝛽p) =
{

1 inside the pupil
0 outside the pupil

and

𝛽p = pupil magnification ratio

z′P′ = (
−−→
F ′P′)z distance from the focal point F ′of the lens to
the center of the exit pupil (Equation 4.31)

3) Amplitude distribution in the image plane
The diffraction integral in the Fresnel approximation for our constellation is

U(xi, yi) =
1

i𝜆p′∫ ∫
ℝ2

U(x′
p, y′p)e

i k
2p′

[(xi−𝛽pxp)2+(yi−𝛽py′p)
2] dx′

p dy′p (4.158)

with

U(x′
p, y′p) = UEP(xp, yp) tl(xp, yp)

Substituting from Equations 4.156 and 4.157 into Equation 4.158 gives

U(xi, yi) =
1

𝜆2 ⋅ p ⋅ p′ exp
{

i ⋅ k
2p′ (x

2
i + y2

i )
}

exp
{

− ik
2p

(x2
o + y2

o)
}

⋅∫ ∫
ℝ2

P(xp𝛽p, yp𝛽p) exp

{

ik
2

(
𝛽

2
p

z′p′

− 1
p
+

𝛽
2
p

p′

)

(x2
p + y2

p)

}

(4.159)
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⋅ exp
{

ik
[(xo

p
−

𝛽pxi

p′

)

xp +
(yo

p
−

𝛽p ⋅ yi

p′

)

yp

]}

dxp dyp

The first two exponential terms are independent of the pupil’s coordinates and
could therefore be drawn in front of the integral. They may again be interpreted as
phase curvatures over the object and image plane in the sense that they will vanish
if one takes as image and object surfaces the corresponding spherical surfaces.
In the case of incoherent imaging, the system is linear with respect to intensities,
which means to the square of the modulus of the complex amplitude. In this case,
these terms may also be omitted for the transmission between object and image
planes.

The third exponential term vanishes because the position of the image plane
has been chosen according to the imaging equations of Gaussian optics:

From Equation 4.35

z′P′ = −𝛽p f ′ (4.160)

and the third exponential term may be written as
ik𝛽p

2

(
𝛽p

p′ −
1

𝛽p p
− 1

f ′

)

= 0 (4.161)

The bracketed term vanishes because of the imaging equation (4.42).
Thus the impulse response of the diffraction-limited optical system is given by

U(xi, yi) = h(xi, yi, x0, y0) =
1

𝜆2pp′∫ ∫
ℝ2

P(xp𝛽p, yp𝛽p) (4.162)

⋅ exp
{

ik
[(x0

p
−

𝛽pxi

p′

)

xp +
(y0

p
−

𝛽pyi

p′

)

yp

]}

dxp dyp

and with Equation 4.38
p′

p
= 𝛽p 𝛽

we finally have

h(xi, yi, x0, y0) =
1

𝜆2 ⋅ p ⋅ p′∫ ∫
ℝ2

P(xp𝛽p, yp𝛽p) (4.163)

⋅ exp
{

−i
k ⋅ 𝛽p

p′ [(xi − 𝛽x0)xp + (yi − 𝛽y0)yp]
}

dxp dyp

The impulse response (point spread function) is given by the Fourier transform
of the pupil function with the center of the image at

xi = 𝛽x0, yi = 𝛽y0

4.3.4.1 Case of Circular Aperture, Object Point on the Optical Axis
For circular apertures (as is usual in optics), it is useful to introduce polar coor-
dinates in the pupil and image planes. We just give the result for the intensity
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Figure 4.68 Airy disk in geometrical focus, 𝑣 = 𝜋r

𝜆f∕nr
.

distribution in the image plane of a diffraction-limited optical system; details are
given in [3].

I =
[2J1(𝑣)

𝑣

]2

(4.164)

where J1 is the Bessel function of the first order,

𝑣 = 2𝜋
𝜆

sin 𝛼r = 𝜋

𝜆(f ∕nr)e
r (4.165)

r =
√

x′2 + y′2 (4.166)

This is the well-known Airy disk, which is rotationally symmetric and depends
only on the numerical aperture sin 𝛼 (or the effective f ∕nr) and on wavelength 𝜆.

Figure 4.68 shows a cross-section of the Airy disk for the normalized radius 𝑣.
The extension of the central disk up to the first minimum is given by

r0 = 1.22 ⋅ 𝜆 ⋅ (f ∕nr)e (4.167)

This is usually taken as the radius of the diffraction disk. In this area, one has 85%
of the total radiant flux. The first bright ring has 7% of total flux.

4.3.5 Intensity Distribution in the Neighborhood of the Geometrical Focus

The problem of finding the intensity distribution in the region near the geometri-
cal focus was first dealt by Lommel [4] and Struve [5]. In what Follows, we will give
a short outline based on [6]. It will be useful to introduce reduced coordinates.
Instead of r and z, we use

𝑣 = k sin 𝛼r (as with the Airy disc) (4.168)
u = ksin2

𝛼z (4.169)
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and

sin 𝛼 = 1
2 ⋅ (f ∕nr)e

(4.170)

Then the intensity distribution near the Gaussian image plane may be described
by two equivalent expressions:

I(u, 𝑣) =
(2

u

)2
[U2

1 (u, 𝑣) + U2
2 (u, 𝑣)] ⋅ I0 (4.171)

and

I(u, 𝑣) =
(2

u

)2
[

1 + V 2
0 (u, 𝑣) + V 2

1 (u, 𝑣)

− 2V0(u, 𝑣) cos
[

1
2

(

u + 𝑣
2

u

)]

(4.172)

− 2V1(u, 𝑣) sin
[

1
2

(

u + 𝑣
2

u

)]]

I0

Un and Vn are the so-called Lommel functions, an infinite series of Bessel func-
tions, defined as follows:

Un(u, 𝑣) =
∞∑

s=0
(−1)s

(u
𝑣

)n+2s
Jn+2s(𝑣) (4.173)

Vn(u, 𝑣) =
∞∑

s=0
(−1)s

(
𝑣

u

)n+2s
Jn+2s(𝑣) (4.174)

I0 is the intensity in the geometrical focus u = 𝑣 = 0.
Equation 4.171 converges for points

u
𝑣

= sin 𝛼
z
r
< 1

This means that, when the observation point is within the geometrical shadow
region, Equation 4.172 converges for points

u
𝑣

> 1

that is, for points in the geometrically illuminated region. For points on the
shadow limit, we have u = 𝑣.

From these equations and using the properties of the Lommel functions, one
may derive the following conclusions:

1) The intensity distribution is rotationally symmetric around the u-axis (and
hence around the z-axis).

2) The intensity distribution near the focus is symmetrical with respect to the
geometrical image plane.



246 4 Optical Systems in Machine Vision

5 10 15
u

20

0.7870.707
0.666

0.606

0.464
0.384

0.363
0.283

0.202
0.182

0.1210.101
0.101

0.08

0.081

0.081

0.06 0.06

0.061

0.04

0.04

0.04

0.04

0.02

0.02

0.02

0.02

0.02

0.02

0.02

0

v

0

2

4

6

8

10

Figure 4.69 Isophotes of intensity distribution near the focus.

Figure 4.69 shows the intensity distribution as lines of constant intensity for
the upper right half of the light pencils only (because of the mentioned symmetry
properties).

4.3.5.1 Special Cases
From Equations 4.171 and 4.172, for u = 0 (geometrical focal plane) one has

lim
u→0

[U1(u, 𝑣)
u

]

=
J1(𝑣)
𝑣

, lim
u→0

[U2(u, 𝑣)
u

]

= 0

which gives

I(0, 𝑣) =
[2J1(𝑣)

𝑣

]2

which is the intensity distribution of the Airy disk.
Furthermore, from Equation 4.172 one may derive the intensity distribution

along the optical axis. For 𝑣 = 0 (i.e., r = 0), it is

V0(u, 0) = 1 and V1(u, 0) = 0 (4.175)

and the intensity is

I(u, 0) = 4
u2

[

2 − 2 cos u
2

]

(4.176)

which gives

I(u, 0) =
⎧
⎪
⎨
⎪
⎩

sin u
4

u
4

⎫
⎪
⎬
⎪
⎭

2

=
[

sinc u
4

]2
(4.177)
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Figure 4.70 Intensity distribution of a diffraction-limited system along the optical axis.

The result is that the maximum intensity of the point spread function changes
with defocusing (along the optical axis) with a sinc-square function. The first
minimum is at

u = 4𝜋
in agreement with the isophotes of Figure 4.69. Figure 4.70 shows the intensity
distribution along the optical axis.

The ratio of the maximum intensity of the defocused point spread function to
that of the Gaussian image plane is a special case of the Strehl ratio.

It may be shown that with pure defocusing, a Strehl ratio of 80% corresponds
to a wavefront aberration (deviation from the Gaussian reference sphere) of 𝜆∕4.
This value for the Strehl ratio is thus equivalent to the Rayleigh criterion and
is considered to be the permissible defocusing tolerance for diffraction-limited
systems.

The sinc2-function of Equation 4.177 decreases by 20% for u ≈ 3.2. Thus one
has for the diffraction-limited depth of focus with

z = 𝜆

2𝜋
1

sin2
𝛼

u, 1
sin 𝛼

= 2(f ∕nr)e (4.178)

and with
u ≈ ±3.2 (4.179)

Δz′ = ±3.2 𝜆

2𝜋
1

sin2
𝛼

(4.180)

or
Δz′ ≈ ±2𝜆(f ∕nr)2

e (4.181)
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4.3.6 Extension of the Point Spread Function in a Defocused Image Plane

Equation 4.181 gives the limits of defocusing at which the point spread function
may still be considered for practical purposes as diffraction-limited. Then the
question arises immediately: what extension does the point spread function have
at these limits? In order to decide this, we need a suitable criterion for that exten-
sion. For the Gaussian image plane, this criterion was the radius r0 of the central
disk, which includes 85% of the total intensity flux. We generalize this and define
it as follows:

The extension of the point spread function in a defocused image plane is
given by the radius that includes 85% of the total intensity.

Then the above question may be reformulated as follows:

What are the limits of the point spread function as a function of defocusing
and when will they coincide with the geometrical shadow limits – defined
by the homocentric ray pencil?

This problem may be solved by the integration of Equations 4.171 and 4.172
over 𝑣. We only show the results in the form of contour line plots of fractions of
the total energy, in Figure 4.71.

The extension of the point spread function as a function of defocusing u is
given as defined above by the value 0.85 (the thick broken line in Figure 4.71).
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Figure 4.72 Approximation of the point spread extension and geometrical shadow limit.

The geometrical shadow limit (limit of the Gaussian ray pencil) is given by u = 𝑣,
which is the thick straight line.

In Figure 4.72, the 0.85 line is approximated by a hyperbolic function.
We may draw the following conclusions from this approximation:

1) The extension of the point spread function is always larger than or equal to
the geometrical shadow limit.

2) The geometrical shadow limit is reached for u ≈ 14.
3) For the extension of the point spread functions and the corresponding defo-

cusing values in the focal plane (u = 0), at the diffraction limit (u ≈ 3.2) and
at the approximation to the geometrical shadow limit (u ≈ 14), we get with

r =
𝜆(f ∕nr)e

𝜋

𝑣, z′ =
2𝜆(f ∕nr)e

𝜋

u (4.182)

Table 4.8.

4.3.7 Consequences for the Depth of Field Considerations

4.3.7.1 Diffraction and Permissible Circle of Confusion
The diameter of the diffraction point spread function approximates the geomet-
rical shadow limit at u = 𝑣 ≈ 14. This gives

d′
s = 9 ⋅ 𝜆 ⋅ (f ∕nr)e (index s for shadow) (4.183)
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Table 4.8 Diffraction-limited point spread extension in three different image planes.

u z′ 𝝂 r r∕r0

Focus 0 0 3.83 r0 = 1.22𝜆(f ∕nr)e 1
Diffraction limit ud ≈ 3.2 zd = 2𝜆(f ∕nr)2

e 𝜈d ≈ 5.5 rd ≈ 1.9𝜆(f ∕nr)e ∼1.43
Shadow limit us ≈ 14 zs = 8.9𝜆(f ∕nr)2

e 𝜈s ≈ 14 rs ≈ 4.45𝜆(f ∕nr)e ∼3.6

Table 4.9 Maximum permissible f -number for purely geometric calculations.

d′
G (μm) 150 100 75 60 50 33 25

Maximum (f ∕nr)e 33 22 16 13 11 7.3 5.6

Thus there is an upper limit for the f -number in order not to exceed the diameter
d′

G of the permissible circle of confusion:

(f ∕nr)e ≤ d′
G

4.5
(4.184)

for 𝜆 = 0.5 μm and d′
G in micrometers.

Table 4.9 shows the maximum effective f -number for different circles of con-
fusion at which one may calculate with geometrical optics.

4.3.7.2 Extension of the Point Spread Function at the Limits of the Depth
of Focus
The 85% point spread extension as a function of defocusing has been approxi-
mated in Section 4.3.5 by a hyperbolic function. This function is

𝑣 =
√

u2 + 4.52 (4.185)
and

u = 2𝜋
𝜆

sin2
𝛼 Δz′ = 𝜋

(f ∕nr)2
e
⋅ Δz′ (𝜆 = 0.5 μm) (4.186)

where Δz′ is the deviation from the Gaussian image plane. On the other hand,
for the limits of the geometrical depth of focus, we have by Equation 4.80 with
Δz′ = T ′∕2

Δz′ = (f ∕nr)e ⋅ d′
G (4.187)

Thus

u =
𝜋 ⋅ d′

G

(f ∕nr)e
(d′

G in μm) (4.188)

For the coordinate 𝑣, according to Equation 4.165

𝑣 =
𝜋 ⋅ rd

𝜆 ⋅ (f ∕nr)e
, rd =

d′
d

2
(4.189)

𝑣 =
𝜋 ⋅ d′

d

(f ∕nr)e

(
𝜆 = 0.5 μm; d′

d in μm
)

(4.190)
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Figure 4.73 Extension of the point spread function at the limits of the geometrical depth of
focus.

or

d′
d =

(f ∕nr)e

𝜋

⋅ 𝑣 (4.191)

With the hyperbolic equation (4.185)

d′
d =

(f ∕nr)e

𝜋

⋅
√

u2 + 4.52 (4.192)

and with u according to Equation 4.188, finally

d′
d ≈

√

d′2
G + 2(f ∕nr)2

e (4.193)

Figure 4.73 shows d′
d as a function of the effective f -number for d′

G = 75 and
100 μm.

4.3.7.3 Useful Effective f -Number

For rather large magnification ratios 𝛽 (because of (f ∕nr)e = (f ∕nr) ⋅
(

1 − 𝛽

𝛽p

)

)
and with small image formats, one exceeds quickly the limit

(f ∕nr)e ≤ d′
G

4.5
Then one should work with the useful effective f -number (f ∕nr)eu, which gives at
the diffraction-limited depth of focus a point spread diameter equal to the per-
missible circle of confusion

2rd = 3.8 ⋅ 𝜆 ⋅ (f ∕nr)eu = d′
G (4.194)

(f ∕nr)eu =
d′

G

1.9
(𝜆 = 0.5 μm)
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Table 4.10 Diffraction and depth of focus.

Point spread function in geom. image plane d′
d = 2.44𝜆(f ∕nr)

Diffraction limited depth of focus Δz′ = ±2𝜆(f ∕nr)2
e

Maximum eff. f /nr for geometrical
considerations

(f ∕nr)e ≦ d′
G∕4.5

85% intensity diameter for point spread
function at the limits of geom. depth of focus

d′
d ≈

√

d2
G + 2(f ∕nr)2

e

Usable effective f -number corresponding
diffraction limited depth of focus

(f ∕nr)eu = d′
G∕1.9

T ′
d = ±2𝜆•(f ∕nr)2

eu

Then the depth of focus is equal to the diffraction-limited depth of focus (see
Table 4.10):

T ′
d = ±2 ⋅ 𝜆 ⋅ (f ∕nr)2

eu (4.195)

Example 4.10

d′
G = 33 μm, (f ∕nr)eu = 18, 𝛽p ≈ 1, 𝛽 = −1

(f ∕nr)e = (f ∕nr) ⋅
(

1 − 𝛽

𝛽p

)

= 2 ⋅ (f ∕nr)

(f ∕nr)u =
1
2
(f ∕nr)eu ≈ 9

T ′
d ≈ ±0.32 mm!.

4.4 Information Theoretical Treatment of Image
Transfer and Storage

Having supplemented the model of geometrical optics (and in particular that of
Gaussian optics) by the scalar wave theory, we now proceed with the important
topic of information theoretical aspects, not only for information transfer but
also for storage of information with digital imaging devices. In the first step, we
will introduce the general concept of physical systems as linear invariant filters.

4.4.1 Physical Systems as Linear Invariant Filters

A physical system in general may be interpreted as the transformation of an input
function into an output function. This physical system may act by totally different
principles. We have the following examples:

• Electrical networks: here the entrance and output functions are real functions
of voltage or currents of the one-dimensional real variable t (time).

• Optical imaging systems, where, in the case of incoherent radiation, the input
and output functions are real positive quantities (intensities) of two indepen-
dent variables, the space coordinates u and 𝑣.
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Input function
gi(ui)

Output function
go(uo) = S{gi(ui)}Physical system

Operator S{ }

System operator

Figure 4.74 Physical system as a mathematical operator.

It turns out that there is a close analogy between these two systems. We restrict
ourselves to deterministic (non-statistical) systems, which means that a certain
input function will be transformed into an unambiguous output function. Then
the system may be represented by a black box and its action may be described
by a mathematical operator S{ }, which acts on the input function and thereby
produces the output function (Figure 4.74).

An important subclass of the deterministic systems is linear systems. Linear
systems exhibit the properties of additivity and homogeneity, independent of
their physical nature. Here, additivity means that the response of the system
to a sum of input functions is given by the sum of the corresponding output
functions:

S{gi1(ui) + gi2(ui) + · · · } = S{gi1(ui)} + S{gi2(ui)} + · · · (4.196)

Homogeneity is the property that the response to an input function that is mul-
tiplied by a constant is given by the product of the constant c with the response
to the input function:

S{c ⋅ gi(ui)} = c ⋅ S{gi(ui)} = c ⋅ go(uo) (4.197)

These two properties may be combined to the linearity of the system:

S{c1gi1(ui) + c2gi2(ui) + · · · } = c1 ⋅ S{gi1(ui)} + c2 ⋅ S{gi2(ui)} + · · ·
(4.198)

Linearity of the system = additivity + homogeneity

In optics, the linearity of the system is given by the fact that the propagation
of waves is described by the wave equation, which is a linear partial differential
equation. For these, a superposition principle is valid, which means that the sum
and multiple of a solution is again a solution of the differential equation and thus
expresses nothing but the linearity of the system.

With the mentioned properties of linear systems, one may decompose a com-
plicated input function into simpler elementary functions. As an input function
we take a sharp (idealized) impulse. With electrical networks, where the inde-
pendent variable is the time t, this corresponds to an impulse-like voltage peak
at a certain time. In optics, the independent variable is the spatial coordinate u
(for the sake of simplicity we consider first a one-dimensional situation). Here,
the idealized impulse is strictly a point-like object at a certain position.

Mathematically, this idealized impulse may be represented by Dirac’s 𝛿

-function. This function represents an infinitely sharp impulse with the following
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u

δ(u)

Figure 4.75 Dirac impulse.

properties:

𝛿(u) =
{

0 (u ≠ 0)
∞ (u = 0) (4.199)

and
+∞

∫
−∞

𝛿(u) = 1 (4.200)

(Figure 4.75).
One more important property of the 𝛿-function is the shifting property:

+∞

∫
−∞

f (u) ⋅ 𝛿(u − u1)du = f (u1) (4.201)

The integral produces the value of the function f (u) at position u1 of the shifted
𝛿-function (Figure 4.76).

With this, one may decompose an input signal gi into an infinitely dense series
of 𝛿-functions, weighted with gi(𝜉):

gi(ui) =
⎧
⎪
⎨
⎪
⎩

+∞

∫
−∞

gi(𝜉) ⋅ 𝛿(ui − 𝜉)d𝜉
⎫
⎪
⎬
⎪
⎭

(𝜉 = auxiliary variable) (4.202)

The output function as the systems response is then

go(uo) = S
⎧
⎪
⎨
⎪
⎩

+∞

∫
−∞

gi(𝜉) ⋅ 𝛿(ui − 𝜉)d𝜉
⎫
⎪
⎬
⎪
⎭

(4.203)

u

f(u)

f(u1)

δ(u – u1) δ(u – u2)

u1 u2

f(u2)

Figure 4.76 Shifting property of the
𝛿-function.
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Here, gi(𝜉) are nothing but the weighting coefficients for the shifted Dirac
impulses. Because of the linearity of the system, we may then write

go(uo) =

+∞

∫
−∞

gi(𝜉)S{𝛿(ui − 𝜉)}d𝜉 (4.204)

The response of the system S at position uo of the output to a Dirac impulse with
coordinate 𝜉 at the input can be expressed as

h(uo, 𝜉) = S{𝛿(ui − 𝜉)} (4.205)
This is the impulse response of the system.

The response of the system to a complicated input function is then given by the
following fundamental expression:

go(uo) =

+∞

∫
−∞

gi(𝜉) ⋅ h(uo, 𝜉)d𝜉 (superposition integral) (4.206)

The superposition integral describes the important fact that a linear system is
completely characterized by its response to a unit impulse (impulse response).

However, in order to describe the output of the system completely, we must
know the impulse response for all possible positions (i.e., for all possible values
of the independent variable) of the input pulse. An important subclass of linear
systems are those systems for which the impulse response is independent of the
absolute position of the input impulse.

4.4.1.1 Invariant Linear Systems
In order to introduce the concept of invariant linear systems, we start from an
electrical network (Figure 4.77).

Here, the impulse response at time to to an impulse at time ti depends only on
the time difference (to − ti). At a later time t′o, we will get the same response to an
impulse at the input at time t′i if the difference t′o − t′i is the same. Here we have a
time-invariant system.

In optics we use, instead of the time coordinate, a (normalized) spatial coor-
dinate u (all considerations are one-dimensional for the moment). Then space
invariance means that the intensity distribution in the image of a point-like object

δ

Ui

Ui (t) Electrical
network

S{ }

Uo (t)

Uo

ti ti to

to – ti

tt

Figure 4.77 Electrical networks as invariant systems.
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Figure 4.78 Space invariance with optical systems.

depends only on the distance (uo − ui) and not on the absolute position of the
object point in the object plane (Figure 4.78).

In optics, space invariance is called the isoplanasic condition. The intensity dis-
tribution in the image of a point (the so-called point spread function (PSF)) is the
same, independent of its position in the image plane. The impulse response and
output function in Equations 4.205 and 4.206 may now be written as

h(uo, 𝜉) = h(uo − 𝜉) (4.207)

go(uo) =

+∞

∫
−∞

gi(𝜉)h(uo − 𝜉)d𝜉 (4.208)

Under the condition of space invariance, the superposition integral will be
simplified to a convolution integral, which is a convolution between the input
function (object function) and the impulse response (point spread function).
Equation 4.208 may be written symbolically as

go = gi ∗ h (4.209)

The condition of space invariance is fulfilled in optics only for limited spatial
regions, namely the isoplanatic regions. Optical systems are in general rotation-
ally symmetric and therefore the impulse response (PSF) is constant for a certain
distance from the center of the image, which is the intersection point of the opti-
cal axis with the image plane. This means that the impulse response is invariant
for an image circle with a given image height 𝜉 = h′ (Figure 4.79).

If we change the radius h′ of the image circle gradually, then the PSF will change
continuously as a function of h′. Within a small region Δh′, we may treat the PSF
as being independent of h′.

During manufacturing, there will be tolerances for the constructional parame-
ters of the optical system. These tolerances may destroy the rotational symmetry.
Then the isoplanatic regions will be restricted to certain sectors of the image cir-
cle area (Figure 4.80).

Then one has to measure the impulse response (PSF) for each isoplanatic
region!
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Figure 4.79 Isoplanatic regions for rotationally symmetric optical systems.

Image format

Isoplanatic region

Intersection point of
optical axis with image plane

h′1 = const

h′2 = const

Figure 4.80 Isoplanatic regions with a decentered optical system.

Definition 4.9 The isoplanatic region of an optical system is the spatial region
where the impulse response (PSF) is constant within the measurement accuracy.

Within an isoplanatic region, the system is completely described by the convo-
lution of the input function with the corresponding impulse response.

For the convolution integral, there is a theorem of Fourier analysis:
A convolution of two functions in the spatial domain corresponds – after a

Fourier transformation (FT) – to a multiplication of the transformed functions
in the frequency domain, Equation 4.210 :

if ga(ua) = g(u) ∗ h(u)
and FT−{g(u)} = G(r), FT−{h(u)} = H(r) (4.210)

then FT−{ga(ua)} = Ga(r) = G(r) ⋅ H(r).

For the principles of Fourier theory, see [7–9]. The Fourier transform is defined as

F(r) = FT−{f (u)} =

+∞

∫
−∞

f (u)e−i2𝜋ur du (4.211)
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u = t = time coordinate (s) u = Spatial coordinate (mm)

r = ν = frequency coordinate

= oscillations/s (1/s) = Hz

FT FT

r = spatial frequency
     coordinate

= linepairs/mm (1/mm)

Figure 4.81 Transition to different representation domains.

and the inverse transform is

f (u) = FT+{F(r)} =

+∞

∫
−∞

F(r)e+i2𝜋ur dr (4.212)

The Fourier transform is to be understood as an integral operator that acts on a
function f (u) of the independent variable u (e.g., space – or time – coordinate)
and transforms it into a function in the frequency domain, with the independent
variable r.

With Fourier transformation, we thus make a transition to another representa-
tion of the same physical system in some other representation space (Figure 4.81).

As Equation 4.212 shows, we may interpret the Fourier transform as
an alternative decomposition of the function f (u) into other elementary
functions.

Example 4.11 Time function f (t):

f (t) =
+∞

∫
−∞

F(𝜈)ei2𝜋𝜈t d𝜈 (4.213)

A well behaved function of time may be decomposed into an infinitely dense sum
(integral) of harmonic vibrations. Each harmonic component is weighted with a
factor F(𝜈), which is uniquely determined by f (t).

Example 4.12 Space function f(u): In this case we have, from Equation 4.212

f (u) =
+∞

∫
−∞

F(r)ei2𝜋ur dr (4.214)

An intensity distribution in the object may be decomposed into an infinite sum
of harmonic waves. Each wave is weighted with a certain factor F(r), which is
uniquely determined by f (u). The alternative elementary functions are, in this
case, the harmonic waves with the spatial frequencies r. (Harmonic intensity dis-
tribution with period 1∕r.)
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Figure 4.82 Harmonic wave as a
component n of the Fourier integral,
Equation 4.214.
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4.4.1.2 Note to the Representation of Harmonic Waves
We take two components of Equation 4.214 with spatial frequency rn and write
them as

an ⋅ ei2𝜋rnu and a−n ⋅ e−i2𝜋rnu (4.215)

an and a−n are conjugate complex since f (u) is real:

an = cne+i𝜑n , a−n = cn e−i𝜑n (4.216)

with

cos 𝛼 = 1
2
(e+i𝛼 + e−i𝛼)

We have
1
2
[ane+i2𝜋rnu + a−ne−i2𝜋rnu] = 1

2
cn ⋅ [e+i(2𝜋rnu+𝜑n) + e−i(2𝜋rnu+𝜑n)]

= cn ⋅ cos(2𝜋rnu + 𝜑n) (4.217)

This is a harmonic wave with period un = 1
rn

and phase shift 𝜑n, Figure 4.82.
With the convolution theorem, we now have

go(u) = gi(u) ∗ h(u)
FT ↓ FT ↓ FT ↓ (4.218)
Go(r) = Gi(r) ⋅ H(r)

A convolution in the space domain u corresponds to a multiplication in the fre-
quency domain r. The Fourier transform of the impulse response h(u) is the trans-
fer function H(r) of the system (of the isoplanatic region).

H(r) =
+∞

∫
−∞

h(u)e−i2𝜋ru du (4.219)

h(r)
+FT−

←−−−→H(r) (4.220)
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Representation = spatial domain

Representation = frequency domain

Fouriertransform

Independent variable = u (spatial coordinate)

Independent variable = r (spatial frequency)

Elementary function = Dirac-pulse

Elementary function = plane waves

System described by: impulse response

System described by: transfer function

Figure 4.83 Relationship between the two
representations for optical systems.
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Figure 4.84 Optical transfer function and the effect on a plane wave component at
frequency ro.

Gi(r) is the decomposition of the object function gi(u) into a sum of harmonic
waves (angular spectrum of plane waves).

Figure 4.83 gives an overview on the two representation domains.

4.4.2 Optical Transfer Function (OTF) and theMeaning of Spatial Frequency

Equation 4.218 means that the convolution in the spatial domain may be trans-
formed – by application of the Fourier transform – into a simple multiplication
in the spatial frequency domain. The elementary functions are then the complex
exponential functions, which may be interpreted as harmonic waves. The system
acts on the components (elementary functions) by multiplying each with a com-
plex number H(r), hence with the transfer function at coordinate r. The action of
the system is thus restricted to a change of amplitude and to a phase shift of the
waves, Figure 4.84.

The transfer function is thus a (complex) low-pass filter. The amplitude is atten-
uated but the frequency and mean intensity remain the same. Additionally, the
wave will suffer a phase change.

mean intensity =
Emax + Emin

2
(4.221)

amplitude =
Emax − Emin

2
(4.222)
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modulation =
amplitude

mean intensity
=

Emax − Emin

Emax + Emin
(4.223)

= |H(ro)| = MTF

phase shift = arctan
[ imaginary part of H(ro)

real part of H(ro)

]

(4.224)

= Θ(ro) = PTF

Therefore, we may decompose the complex optical transfer function (OTF) into
a modulation transfer function (MTF) as magnitude and into a phase transfer
function (PTF) as the phase of the complex transfer function.

4.4.2.1 Note on the Relation Between the Elementary Functions in the Two
Representation Domains
The Fourier transform of the Dirac pulse (which is the elementary function in the
space domain) is a constant in spatial frequency domain, Figure 4.85.

In the frequency domain, all the harmonic waves are present with the same mag-
nitude. The totality of all these waves in the frequency domain corresponds to the
Dirac pulse in the spatial domain.

The 𝛿-function is thus the sample signal for the optical system, and the Fourier
transform of the impulse response (PSF) will determine to what extent the har-
monic waves will be attenuated and shifted.

4.4.3 Extension to the Two-Dimensional Case

4.4.3.1 Interpretation of Spatial Frequency Components (r, s)
The response of the optical system to a Dirac impulse in the two-dimensional
object plane is a two-dimensional intensity distribution I(u, 𝑣). This is the PSF
depending on the spatial coordinates u, 𝑣 in the image plane.

The optical transfer function (OTF) is then the two-dimensional Fourier trans-
form of the PSF depending on the two independent variables, the spatial frequen-
cies r and s with units linepairs per millimeter.

OTF(r, s) = ∫ ∫
ℝ2

I(u, 𝑣)e−i2𝜋(ur+vs) du dv (4.225)

I(u, 𝑣) = ∫ ∫
ℝ2

OTF(r, s)e+i2𝜋(ur+vs) dr ds (4.226)

Figure 4.85 Fourier transform of the Dirac
pulse. 1
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Symbolically:

OTF(r, s)
− FT+

←−−−−→ I(u, 𝑣) (4.227)

What is the meaning of two-dimensional spatial frequencies? In order to answer
this, we look at one single elementary wave of the form

ei2𝜋(ur0+𝑣s0) (4.228)

The real part is

I(u, 𝑣) = cos[2𝜋(ur0 + 𝑣s0)] (4.229)

The imaginary part introduces a phase shift of the wave, as shown in Section 4.4.2
for the one-dimensional case. We will omit it here for simplicity.

The function I(u, 𝑣) represents a two-dimensional cosine intensity distribution.
For each frequency pair (r0, s0) (which is represented in the Fourier plane by a
point with coordinates (r0, s0)), the positions of the constant phase are given by

u ⋅ r0 + 𝑣 ⋅ s0 = const + n (n = 0, 1,…) (4.230)

or

𝑣 = −
r0

s0
⋅ u + const + n

s0
(4.231)

There is a periodicity with 2𝜋, and the positions of equal phase are straight lines
with the slope

tan 𝛼 = −
r0

s0
(4.232)

Thus this elementary function represents a plane wave with the normal direction

tanΘ =
s0

r0
(4.233)

since the normal vector is perpendicular to the lines of constant phase. The length
L of a period of the wave is

1
L
=
√

r2
0 + s2

0 (4.234)

(Figure 4.86).
Figure 4.87 finally gives an overview on the relationships between the two rep-

resentation domains.
Figure 4.87a is a contour line image (lines of constant intensity) of the

two-dimensional PSF, and Figure 4.87b is the corresponding contour line image
(lines of constant MTF) in the spatial frequency domain. Each point r0, s0 in the
frequency domain corresponds to a plane wave in the spatial domain, and vice
versa.

4.4.3.2 Reduction to One-Dimensional Representations
A two-dimensional (2D) Fourier transform is numerically tedious, and in most
cases it will be sufficient to characterize the 2D OTF by two cross-sections.
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Figure 4.86 Plane wave with spatial
frequency components r0, s0.
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Figure 4.87 Relationships between the representations in space and spatial frequency
domain.

A cross-section through MTF(r, s) is given by the Fourier transform of an inten-
sity distribution that is obtained by integration of the 2D PSF perpendicular to
the direction of the cross-section.

We demonstrate this by the example of a cross-section along the r-axis (s = 0):

OTF(r, s)|s=0 = OTF(r) = ∫ ∫
ℝ2

I(u, 𝑣)e−i2𝜋(ru+sv) du dv
|
|
|
|
|
|
|s=0

(4.235)
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OTF(r) =
+∞

∫
−∞

⎡
⎢
⎢
⎣

+∞

∫
−∞

I(u, 𝑣)dv
⎤
⎥
⎥
⎦

e−i2𝜋ru du (4.236)

OTF(r) =
+∞

∫
−∞

L(u)e−i2𝜋ru du (4.237)

with

L(u) =
+∞

∫
−∞

I(u, 𝑣)dv (4.238)

as integration of the PSF intensity along the 𝑣 direction. L(u) is called the line
spread function (LSF).

It may be shown that the same is true for any cross-section with the direction 𝛼.
A scan of the 2D PSF with a narrow slit and detection of the resulting intensity

results in an integration in the direction of the slit.
The slit scans the PSF perpendicular to its extension and thus gives the line

spread function L(u). If the slit is oriented tangential to the image circle with
radius h′ (this means in the direction u), then the scan direction is perpendicular,
in the direction of 𝑣. The integration of the 2D PSF is in direction u, and after
Fourier transformation of this line spread function one gets spatial frequencies
with the lines of constant phase being tangential to the image circle and the direc-
tion of the cross-section of the 2D OTF being perpendicular to the slit, which is
in the direction of scan, Figure 4.88.

An analogous situation arises for the orientation of the slit perpendicular to the
image circle, in the 𝑣-direction. The scan direction is then the u-direction, and
after Fourier transformation one has spatial frequencies with lines of constant
phase in the radial direction to the image circle.

In order to characterize the transfer function of an optical system, one usually
takes these two directions of cross-sections. Then the MTF for tangential struc-
tures is plotted as a function of spatial frequency (for each isoplanatic region)
with dashed lines and that for radial structures in full lines, see Figure 4.88.

Scanning slit direction
for radial MTF

Scanning slit direction
for tangential MTF

MTF(r)

Radial
Tangential

MTF

r (mm–1)

Optical axis

Radial Spatial frequencies1
Tangential

Figure 4.88 Radial and tangential spatial frequencies and the corresponding cross-sections of
the transfer function.
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4.4.4 Impulse Response andMTF for Semiconductor Imaging Devices

We consider the impulse response of a single pixel. Within the sensitive area of
this pixel – which must not coincide with its geometrical extension – the response
to a Dirac impulse at position 𝜉 in the form of the electrical signal is given by the
pixel sensitivity function S(𝜉), Figure 4.89.

The impulse response within the sensitive area of a pixel is thus space-variant
and the system is not space-invariant in the sub-pixel region (Section 4.4.6). A
complete description of the system is possible only if one knows the impulse
response for all values of 𝜉 within the sensitive area. This is given by the pixel
sensitivity function S(𝜉). In what follows, we assume that all pixels of the sensor
have the same sensitivity function S(𝜉), which means that the system is completely
described by S(𝜉) and the pixel distance d. How does this affect the output func-
tion of the linear system (semiconductor imaging device)?

Figure 4.90 shows the imaging constellation.
We assume the optical system to be ideal in the sense of Gaussian optics, which

means that the image in the sensor plane is geometrically similar and each object
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Figure 4.89 Pixel sensitivity function.
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Figure 4.90 Output function of the linear system.
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point will be imaged to an exact point. By this assumption, we may neglect the
influence of the optical transfer function of the lens; we will take this into con-
sideration in Section 4.4.5.

The image is reversed and changed by the magnification ratio 𝛽 < 0. In order
to describe the input function in the plane of the sensor, we have to introduce a
coordinate transformation:

x′
i = 𝛽 ⋅ xi (4.239)

gi(xi)→ g′i (x
′
i) (4.240)

The weighting of the object function g′(x′
i) with the pixel sensitivity function and

integration will give the output function of the nth pixel at position xon.

go(xon) =

xon+d∕2

∫
𝜉=xon−d∕2

g′i (𝜉) ⋅ S(𝜉)d𝜉 (4.241)

This could be, for instance, the response at the output of the horizontal shift reg-
ister of a CCD for pixel number n in kilo-electrons.

If we shift the pixel continuously along the coordinate xo, then the output func-
tion will be

go(xo) =

xo+d∕2

∫
𝜉=xo−d∕2

g′i (𝜉) ⋅ S(xo − 𝜉)d𝜉 =

+∞

∫
−∞

g′i (𝜉) ⋅ S(xo − 𝜉)d𝜉 (4.242)

This is a convolution of the object function g′i (𝜉)with the pixel sensitivity function
S(𝜉), Figure 4.91.

Although we assumed the same sensitivity function S(𝜉) for all pixels, the out-
put function go(xo) is not space-invariant in the sub-pixel region (0 ≤ 𝜑 ≤ d), as
shown in Figure 4.91:

go(xo = n ⋅ d) ≠ go(xo = n ⋅ d + 𝜑) (4.243)

The output signal of the system consists of a Dirac comb, weighted by the convo-
lution function, the amplitudes of this Dirac comb not being space-invariant in
the sub-pixel region. The consequences will be dealt with in Section 4.4.6.

go (xo)

go (xo)

xo = ....(n – 1)d nd (n + 1)d

....(n − 1)d + φ nd + φ (n + 1)d + φ
φ φ φ

xo =

gi (xi)′ ′

Figure 4.91 Convolution with the pixel
sensitivity function.
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The transfer function of the pixel system array follows from Equation 4.242
with the convolution theorem.

go(x) = g′i (x) ∗ S(x)
↕ FT ↕ FT ↕ FT (4.244)

Go(r) = G′
i(r) ⋅ MTFsen(r)

Here, the Fourier transform of the pixel sensitivity function is the transfer func-
tion of the pixel.

4.4.5 Transmission Chain

With the concept of the pixel transfer function, one may formulate now the imag-
ing and optoelectronic conversion of an object scene as an incoherent transmis-
sion chain. Incoherent in this context means that the system is linear with respect
to intensities.

The total transfer function is equal to the product of the single transfer
functions of the members of the transmission chain (with incoherent coupling),
Figure 4.92.

The spatial distribution of the image information is transformed by the image
sensor into a temporal variation of a signal (video signal). There is a one-to-one
correspondence between spatial and temporal frequencies. For the standardized
video signal, for instance, the limiting frequency of 5 MHz corresponds to the use
of a 2∕3 in. image sensor to a spatial frequency of 30 lp mm−1. The reconstruc-
tion function represents further steps of information processing up to the final
image. These may contain analog devices, analog-to-digital conversion, digital
image processing, and digital-to-analog conversion for the display device.

4.4.6 Aliasing Effect and the Space-Variant Nature of Aliasing

We will investigate the requirements and limits for the application of semicon-
ductor imaging devices. A Dirac impulse in the object plane is imaged by the opti-
cal system (PSF) onto the sensor. In order to simplify the considerations, we take
a linear sensor array, such as a line scan sensor. This consists of a linear arrange-
ment of light-sensitive surfaces (pixel) with typical dimensions of 2.5–25 μm. The
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S+H
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Noise:
MTFo (r)

MTFs (r) by digitizing
by electronics

Reconstruction-
function

MTF1(r)Gi(r)
object spectrum

. . . .
..............MTF2(r) MTF3(n) MTF4(n) MTF5(n)

RF

Figure 4.92 Transmission chain.
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incident photons generate electrical charges that accumulate during the exposure
time, which are then read out of the device by trigger pulses via a shift register.

The intensity distribution over a single pixel will be spatially integrated by the
sensitive area of the pixel. In our one-dimensional case, this would be the sensi-
tivity function S(u). For simplicity, we assume S(u) to be a rectangular function
with width b. The pixel distance is denoted by d.

The spatial integration by the pixels may be modeled by a convolution between
the one-dimensional line spread function h(u) with the rectangular sensitivity
function [rect(1∕b)]. This is shown in Figure 4.93. Since the pixels are located at
discrete distances d, one has to multiply the convolved function h̃(u) with a Dirac
comb with distances d (Figure 4.94).

Figures 4.95 and 4.96 show the same situation in the spatial frequency domain
with the independent variable r ( mm−1). The modulus of the Fourier transform
of h(u) is the modulation transfer function MTFo of the optical system. According
to the convolution theorem of Fourier theory, a convolution in the spatial domain
corresponds to a multiplication of the Fourier transforms in the spatial frequency
domain. The Fourier transform of the rectangular sensitivity function is a sinc

h(u)

q

b

(1/b)rect(u/b)

h(u) is area normalized, the factor 1/b is introduced because of the normalization of the MTF
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Figure 4.93 Convolution of the impulse response with the rectangular sensitivity function of
the pixel.
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Figure 4.96 Convolution with Dirac comb in the spatial frequency domain.

function with the first zero value at r = 1∕b. This value will become larger for
smaller values of b.

More General: The Fourier transform of the pixel sensitivity function S(u) is the
optical transfer function of the line-scan array and is a multiplicative factor for
the total transfer function MTFt(r).

Figure 4.96 shows the influence of the discrete pixel distances d in the spatial
frequency domain. Now, a multiplication in the spatial domain corresponds to a
convolution with the Fourier-transformed Dirac comb in the frequency domain.
This is again a Dirac comb with distances 1∕d. The effect is a periodic repetition
of the total transfer function MTFt(r). These functions will overlap each other in
certain regions and give rise to incorrect MTF values. This phenomenon is called
aliasing effect (crosstalk) and may be reduced only with smaller pixel distances d
(1∕d becomes larger).

For band-limited systems, which means systems where the MTF is zero above
a certain highest spatial frequency, the aliasing effect may be avoided completely
if one scans at double the rate of the highest spatial frequency (Nyquist sampling
theorem).
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Now one has to take into account the finite length of the line scan array. In the
spatial domain, this means that we have to multiply the function h̃(u)comb (u∕d)
with a rectangular function of width L, Figure 4.97.

The result in the spatial frequency domain is now a convolution with a small
sinc function, with first zero at 1∕L and L large, Figure 4.98.

The last step has nothing to do with the aliasing problem, but we will Introduce
it in order to get a discrete spatial frequency spectrum, which is then a discrete
Fourier transform.
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Figure 4.97 Limitation of the impulse response by the length of the array: in spatial domain.
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Figure 4.100 Discretization in the spatial frequency domain (discrete Fourier transform).

This will be done by introducing a periodic repetition of the function in the
spatial domain. The basic period is the discrete function array, which is cropped
with the length L (Figure 4.97). Convolution with a Dirac comb with impulse
distances L gives the desired result. One basic period has thus N Dirac impulses
with distance d and L = N ⋅ d, Figure 4.99.

Transferring to the spatial frequency domain gives a multiplication with a Dirac
comb with impulse distance 1∕L = 1∕Nd. Since the extension of one basic period
in the spatial frequency domain is 1∕d, one has again N Dirac impulses within
that period, as in the spatial domain, Figure 4.100.

This final function represents a discrete Fourier transform of the impulse
response function generated by the line scan array.
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Summary 4.2 Because of the periodic scanning with the pixel distance d, there
is a periodic repetition of the total transfer function in the spatial frequency
domain with distance 1∕d. Since the transfer function in optics is band-limited
only at very high spatial frequencies, there exist crosstalks of the higher terms
with the basic term for spatial frequencies less than the Nyquist frequency
1∕(2d). Since the object spectrum is also not band-limited, these crosstalk terms
(which may be interpreted as a mirror image of the basic term with respect to
the Nyquist frequency) represent parasitic lower frequency terms within the
Nyquist bandpass. These crosstalks must therefore be interpreted as additive
noise, which depends on the spatial frequency.

In this context, we cite from the paper of Park and Rahman [10]:

The folklore that sampling effects are important only if the scene is periodic
is false. (Note: in this case one will see disturbing Moiré effects.) It is certainly
true that sampling effects are most evident if the scene has small periodic fea-
tures, for example, a bar target whose frequency is close to the Nyquist frequency,
because in that case familiar obvious sampling artefacts are produced. It is wrong,
however, to conclude that the absence of such obvious visual artifacts proves the
absence of sampling effects. However, except in special periodic cases, aliasing
may not be recognized as such because sampling effects are largely indistinguish-
able from other possible sources of noise.

In this paper, we argue that for the purposes of system design and digital image
processing, aliasing should be treated as scene-dependent additive noise.

Example 4.13 A real CCD imaging sensor

• Pixel numbers: 2000 × 3000
• Pixel dimensions (b): 12 μm × 12 μm
• Pixel distance (d): 12 μm

The sensor format corresponds to 35 mm film: 24 × 36 mm2. To simplify, we
assume again that the sensitivity function is rectangular:

S(u) = rect
(u

b

)

Then the transfer function of the CCD is a sinc function. The Nyquist frequency
is at 41 lp mm−1. The first zero for the pixel MTF is at r ≈ 83 lp mm−1, and the
modulation at 40 lp mm−1 is 66%. A good optical system may have a modulation
of 60% at 40 lp mm−1. Then the total transfer function at 40 lp mm−1 is 40%.

If one enlarges the sensor format to a final print of DIN A4 and looks at
this print at a distance of 250 mm, then the eye may not resolve more than
6 lp mm−1. If we transfer this with the corresponding magnification ratio to the
image side, this gives a frequency of 40 lp mm−1, which corresponds roughly
to the Nyquist frequency of the sensor. Here we have to account for consider-
able aliasing, and the sensor is not well suited for the required image quality
(Figure 4.101).
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Figure 4.101 PSF, MTF, and aliasing, Example 1.

Example 4.14

Hypothetical sensor (future generation?)
• Pixel numbers: 4000 × 6000
• Pixel dimensions (b): 6 μm × 6 μm
• Pixel distance (d): 6 μm
• image format: 24 × 36 mm2

Sensor transfer function
• First zero position of MTF at: 167 lp mm−1

• MTF at 40 lp mm−1: 91% (∼80% with realistic S(u))
• MTF at the Nyquist frequency (83 lp mm−1): 66%
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Figure 4.102 PSF, MTF, and aliasing for a hypothetical sensor optic combination (Example 2).

Optical system transfer function (modeled as the Gaussian function)
• Specified as in example 1: r = 40 lp mm−1

,MTF = 60%
• This gives (according to Gauss function): r = 83 lp mm−1, MTF = 11%

Total transfer function
• MTF at 40 lp mm−1∶ ∼50%
• MTF at 83 lp mm−1∶ ∼6%

Conclusion: This sensor would fulfill the quality requirements Completely; even
the enlargement for the final print could be higher (up to 30 cm × 40 cm for
rmax = 70 lp mm−1), Figure 4.102.

4.4.6.1 Space-Variant Nature of Aliasing
Up to now, we made some simplifying assumptions when dealing with the effects
of discrete sampling by the pixel structure: on one hand, we approximated the
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pixel sensitivity by a rectangular function, and on the other hand we did not take
into account how a small local shift of the input function (or of the sensor, which
is the same) affects the Fourier transform.

The latter will be investigated in detail now, and we assume again the
one-dimensional case for simplicity.

The impulse response function of the optical system is again h(u). This will
be convolved with the finite pixel sensitivity function as before (giving h̃(u)) and
then multiplied with a Dirac comb of distance d. But now we introduce a small
displacement 𝜑 of the Dirac comb with respect to the impulse response h(u):

comb
(u

d

)

=
+∞∑

k=−∞
𝛿(u − k ⋅ d − 𝜑) (4.245)

Because of the periodic nature of the scanning, we may restrict ourselves to the
values of 𝜑

0 ≦ 𝜑 ≦ d (4.246)
This gives

h̃(u)comb
(u

d

)

= [h(u) ∗ S(u)] ⋅

[ +∞∑

k=−∞
𝛿(u − k ⋅ d − 𝜑)

]

(4.247)

According to the shift theorem of Fourier analysis, the Fourier transform is
given by

FT
{

h̃(u)comb
(u

d

)}

= FT{h̃(u)} ∗
∑

k
𝛿

(

r − k
d

)

ei2𝜋𝜑r (4.248)

The Fourier transform of h̃(u) is again
FT{h̃(u)} = MTFo(r) ⋅ sinc(b ⋅ r) = MTFt(r)

From (4.248)

MTFt(r) ∗
+∞∑

k=−∞
𝛿

(

r − k
d

)

ei2𝜋𝜑k∕d = MTFt

(

r − k
d

)

ei2𝜋𝜑k∕d (4.249)

To the relative shift in the spatial domain there corresponds now a phase term
in the spatial frequency domain r. Figure 4.103 shows this situation for the spe-
cial case of a symmetric PSF, which gives, by Fourier transformation, a real OTF
(MTFt(r)).

With the introduction of a small shift 𝜑 in the spatial domain, the replica func-
tions (±k) in the spatial frequency domain rotate about the r-axis anticlockwise
for (+k) and clockwise for (−k), with larger angles as k becomes larger. In the
overlapping region, the functions will be added by their real and imaginary parts
separately. But since the real and imaginary parts depend on the rotation angle
and hence on the shift 𝜑, also the sum in the overlapping region will critically
depend on the shift 𝜑 in the spatial frequency domain!

In other words

even for very small shifts (𝜑 < d), the optical transfer function is no longer
space-invariant in the overlapping region and the isoplanatic condition is
violated. The reason for this is – as shown – the aliasing effect with the
finite pixel distance d.
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Figure 4.103 Space-variant nature of aliasing.

Thus we have to redefine the isoplanatic condition [11]:

An imaging system is called isoplanatic if the Fourier transform of the
impulse response is independent of the position of the impulse in the
object plane.

In the same way, we have to redefine the isoplanatic condition in the spatial
frequency domain:

The isoplanatic region of an imaging system is the region where the Fourier
transform of the impulse response may be considered as constant within
the measurement accuracy, if the point-like light source in the image plane
is shifted within the range 𝜑 ≤ d.

Within the validity of the so-defined isoplanatic region, the multiplication rule
for the OTF of incoherently coupled systems is valid.

Since an aliased system may not completely be described by the Fourier trans-
form of the impulse response, one has to give additionally a measure for the
aliasing effect.

There are several possibilities of defining such a measure. ISO 15529 [12] intro-
duces three different measures:

1) Aliasing function
2) Aliasing ratio
3) Aliasing potential

1) Aliasing function AF(r):
The difference between the highest and lowest values of |MTFt(r)| when a
shift 0 ≤ 𝜑 ≤ d is introduced.
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Figure 4.104 Aliasing measures for
the constellation of Figure 4.101.
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2) Aliasing ratio AR(r):
The ratio of AF(r) to |MTFt(r)|AV where |MTFt(r)|AV is the average of the high-
est and lowest values of |MTFt(r)| as a shift (0 ≤ 𝜑 ≤ d) is introduced. AR(r)
can be considered as a measure of the noise-to-signal ratio, where AF(r) is a
measure of the noise component and |MTFt(r)|AV is a measure of the signal.

3) Aliasing potential AP
The ratio of the area under MTFt(r) from r = rN to r = 2rN Nyquist
frequency).

Figure 4.104 shows the aliasing measures AF(r) and AR(r) for the constellation
given in Figure 4.101. The aliasing potential in this case is

AP ≈ 18.5%

4.5 Criteria for Image Quality

4.5.1 Gaussian Data

These data are the backbone of an optical system because we will count them
to the image quality data. In Section 4.2.11 we gave an overview on the most
important data, in Table 4.3.

4.5.2 Overview on Aberrations of the Third Order

In Section 4.2.2, we introduced Gaussian optics by linearizing the law of refrac-
tion. In the development of the sine function ( 4.6)

sin 𝛼 = 𝛼 − 𝛼
3

3!
+ 𝛼

5

5!
− · · ·

we restricted ourselves to the first member as the linear term.
If one now takes into account the second member additionally, which is of third

order, then a detailed analysis shows [13] that certain basic types of deviation
from Gaussian optics will occur. Since Gaussian optics is ideal for optical imaging,
these types are called aberrations (deviations from Gaussian optics) of the third
order.
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We will only mention them briefly because for the end user of optical systems
the quality criteria given in the following sections are of more importance.

4.5.2.1 Monochromatic Aberrations of the Third Order (Seidel Aberrations)
• Spherical aberration
• Astigmatism
• Coma
• Field curvature
• Distortion.

The first three of the above have influence on the form and extent of the PSF; the
last two represent a deviation of the position of the PSF with respect to Gaussian
optics.

4.5.2.2 Chromatic Aberrations
Another group of aberrations is concerned with dispersion, that is, the depen-
dence of the refractive index with wavelength. This is already true for the Gaus-
sian quantities, so that these aberrations are termed primary chromatic aberra-
tions. These are

• Longitudinal chromatic aberration
• Lateral chromatic aberrations.

Longitudinal chromatic aberrations result in an axial shift of the image point for
different wavelengths. Lateral chromatic aberrations are concerned with the chief
ray, which is now different for different wavelengths. This results in a lateral shift
of the image point for a wavelength 𝜆 with respect to the position for a certain
reference wavelength 𝜆0.

In addition, all monochromatic aberrations depend on the refractive index and
thus also on the wavelength. The result is that one has a chromatic variation of
all monochromatic aberrations (chromatic aberrations of higher order).

4.5.3 Image Quality in the Space Domain: PSF, LSF, ESF, and Distortion

For the end user, the effects of aberrations on the PSF, the LSF, and the edge
spread function (ESF), as well as on the deviation of the image position with
respect to Gaussian optics (distortion) are by far more important than the aber-
rations themselves. All these quantities depend on the local coordinates u, 𝑣 in
the space domain.

However, it is not very easy to handle 2D quantities such as the PSF. For most
applications, it is sufficient to consider 1D LSFs as introduced in Section 4.4.3.2.
The LSF is the integration of the 2D PSF in a certain direction, Figure 4.105:

LSF(u) =
+∞

∫
−∞

PSF(u, 𝑣)dv (4.250)

The origin of the LSF is chosen so as to define the radiometric center. This is
true if the ordinate divides the LSF into two equal areas (Figure 4.105).
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Figure 4.105 Line spread function
LSF(u).
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In order to have a more complete characterization of the PSF, one takes two
LSFs with two integration directions perpendicular to each other, one in the radial
direction (for tangential structures) and the other in the tangential direction (for
radial structures) to the image circle, Figure 4.106.

From the viewpoint of application, there is a further important object structure,
namely the ESF. This is the image of an ideal edge, that is, a sudden dark-to-light
transition. The transition in the image of such an ideal edge will be more or less
continuous, since the LSF has finite extension.

Indeed, the ESF is connected with the LSF as shown in Figure 4.107.
The area of the LSF up to the coordinate u1 is A1 and is equal to the value of the

ESF at this coordinate u1. This is valid for all values of u. Therefore, the final value
of the ESF represents the total area of the LSF, and the value at u = 0 is half of the
total area according to the definition of the coordinate origin of the LSF. Usually,
the LSF is normalized to unit area so that the value of ESF at u = 0 is 1∕2.

ESF(u) =
u

∫
−∞

LSF(u)du (4.251)

Sub-pixel edge detection is a standard procedure in digital image processing
and is used to locate the position of objects. Therefore, it is important to know
the profile of the ESF, and even more important to know the variation of the
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ESF with image height and orientation of the edge. Therefore, it is not so much
important to have a steep gradient, but rather it is important to have a uniform
ESF over image height and orientation. Figure 4.108 shows the ESF of a perfect
(diffraction-limited) system, as well as those of our sample lens 1.4∕17 mm (on
axis and for the image height of 5 mm for f ∕nr = 8). The radial ESF for the image
height of 5 mm is practically identical to the ESF on axis, and is therefore omitted.

4.5.3.1 Distortion
Distortion is the geometric deviation of the image point with respect to the ideal
position of Gaussian optics (offence against the linear camera model). Since the
optical system is nominally rotationally symmetric, the theoretical distortion is
also the same [14]. Thus it will be sufficient to plot distortion as a function of the
image height h′.

D(h′) =
h′

D − h′
G

h′
G

⋅ 100(%) (4.252)
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Figure 4.109 Distortion over the
relative image height.
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Figure 4.109 shows the distortion of the lens 1.4∕17 for different magnification
ratios over the relative image height.

Because of manufacturing tolerances of real optical systems, there will be cen-
tering errors that destroy the nominal rotational symmetry. In photogrammetry,
this real distortion will be calibrated with the help of a power series expansion.
For very high accuracy (in the micrometer range), a power series with only two
coefficients is not sufficient, not even for the reconstruction of nominal distor-
tion! Other forms for the representation of the distortion function may be more
efficient (with fewer coefficient than in a power series).

4.5.4 Image Quality in the Spatial Frequency Domain: MTF

The functions PSF(u, 𝑣) and LSF(u) in the space domain have their counterparts
in the spatial frequency domain, the 2D OTF (as 2D Fourier transform of the PSF)
and the 1D OTF (as the Fourier transform of the LSF). The modulus of the OTF
is the modulation transfer function MTF, which describes the modulation in the
image plane as a function of the line pairs per millimeter, see Section 4.4.3 and
Figure 4.110.

The modulation becomes lower for finer structures (larger number of line pairs
per millimeter) and will be zero for a certain number of line pairs per millime-
ter. Hence the optical system is essentially a low-pass filter. For the impression
of sharpness, however, this limit (resolution limit) is not a good measure. More
important is a high modulation over the entire frequency range, up to a frequency
limit that depends on the application.

As we have shown in Section 3.4.6, because of the regularly spaced pixel struc-
ture of the sensor, there exists a highest spatial frequency rN ( Nyquist frequency),
where for higher frequencies the image information will be falsified and leads to
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Figure 4.110 Modulation as
a function of spatial
frequency.

a spatial-frequency-dependent additive noise.

rN = 1
2d

example d = 7 μm, rN = 72 lp mm−1

(see Figure 4.110).
It thus makes no sense to require a high modulation at the Nyquist frequency,

since this will only enlarge the additive noise!

4.5.4.1 Parameters that Influence theModulation Transfer Function
One MTF is only valid for a certain isoplanatic region, and one has to plot several
MTF curves in order to characterize the optical system. Therefore, one uses a
different representation in which the modulation is plotted over the image height
for some meaningful spatial frequencies as parameter, Figure 4.111.

This representation is normally used in data sheets and corresponds to the
international standards ISO 9334 [15] and ISO 9335 [16] full lines to the radial
one. Furthermore, the MTF depends on the f -number, on the magnification ratio,
and – very important – on the spectral weighting function within the used wave-
length region.

Without the information on spectral weighting, the MTF data are meaning-
less!

For wide angle lenses with large pupil field angles 𝜔p, the MTF for radial orien-
tation decreases with the cosine of the object-side field angle𝜔p and for tangential
orientation with the third power of 𝜔p (cos3

𝜔p).
The examples in Figure 4.111 are for a perfect (diffraction-limited) lens for

30 lp mm−1 and f ∕nr = 8 (thin lines) and for our sample lens 1.4∕17 mm (thick
lines) for radial (full lines) and tangential (dashed lines) orientations.
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Figure 4.111 MTF as a
function of image height.
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4.5.5 Other Image Quality Parameters

4.5.5.1 Relative Illumination (Relative Irradiance)
The decrease of illumination with the image height h′ depends on several com-
ponents: the basic term is a decrease with the forth power of the cosine of the
object-side field angle 𝜔p (cos4-law, sometimes called natural vignetting) [17].
This effect may be changed by distortion and by pupil aberrations (area of the
entrance pupil changes with the field angle 𝜔p). On the other hand, the light
cones may be reduced by mechanical parts of the lens barrel or by the diame-
ter of the lenses, which gives an additional decrease of illumination (mechanical
vignetting). This effect will be reduced when stopping down the lens aperture and
vanishes in general when stopping down by two to three f /numbers. Figure 4.112a
shows the cos4

𝜔p-law and Figure 4.112b our sample lens 1.4∕17 mm for three
magnification ratios and f -numbers 1.4 and 4.

4.5.5.1.1 Spectral Transmittance The absorption of optical glasses and the resid-
ual reflections at the lens surfaces are responsible for wavelength-dependent light
losses [18]. The residual reflections may be reduced by antireflection coatings
(evaporation with thin dielectric layers). Figure 4.113 shows the spectral trans-
mittance of our sample lens 1.4∕17 mm as a function of wavelength.

If one wants to use the whole spectral sensitivity range of semiconductor imag-
ing sensors (∼400–1000 nm) one has to use lenses with sufficient spectral trans-
mission over this region and also sufficient image quality. Usual antireflection
coatings, as for photographic lenses, are designed for the visible region only and
show transmission-reducing properties in the near infrared. Because of this, the
rays will suffer multiple reflection within the optical system, which may cause
undesired ghost images, secondary iris spots, and veiling glare.
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Figure 4.113 Spectral transmittance.

4.5.5.2 Deviation from Telecentricity (for Telecentric Lenses only)
Figure 4.114 shows an example for a bilateral telecentric lens. The deviations are
given in micrometers over the relative image height for a variation in object posi-
tion of±1 mm. The parameters are three different object-to-image distances. The
deviations are shown for the object side as well as for the image side. The latter
are practically zero here.

4.5.6 Manufacturing Tolerances and Image Quality

Manufacturing is inevitably connected with tolerances. For the manufacturing of
lenses, these are typically as follows:

• Deviations from the spherical surfaces of lenses (measured in 𝜆∕2 units)
• Thickness tolerances for lenses and air gaps (typically 0.01–0.1 mm)
• Lateral displacement of lenses (typically 5–100 μm)
• Tilt of the lens surfaces (typically 0.5–5 arcmin)
• Refractive index tolerances of optical glasses.
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Here, the interaction between mechanics (lens barrel) and optics (lens ele-
ments) is most important. Image quality parameters are differently sensitive to
these tolerances. Table 4.11 gives a rough classification of the sensitivity of the
quality parameters on manufacturing tolerances, as well as some typical values
one has to account for. Of course, these depend on the practical application
and the manufacturing efforts. Lenses for amateur photography show much
higher quality fluctuations than special optical systems, for semiconductor
production for instance. Correspondingly, the costs may differ by several orders
of magnitude. The table is valid for near-professional photo quality [19].

4.5.6.1 Measurement Errors due toMechanical Inaccuracies of the Camera
System
The corresponding influences may be mentioned here only by some headings.
Nevertheless they are as important as the variation of optical quality parameters,
for example, for contactless measurement techniques [20], Table 4.12.

4.6 Practical Aspects: How to Specify Optics According
to the Application Requirements?

Not every optical system may be used for all applications.

A universal optical system does not exist!

Therefore one has to specify the most important parameters in order to find the
best suited optics for the particular application – also with regard to cost versus
performance.

Most of these parameters are fixed by the geometrical imaging situation and by
some spatial restrictions. Other parameters are defined by the used image sensor
as well as by the light source/filter combination. The following gives a list of the
most important parameters.
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Table 4.11 Sensitivity of optical quality parameters to manufacturing tolerances.

Parameter Sensitivity Remarks/typical deviations

++ + − −−

1 Focal length X Typ. 1% max. of nominal value 5%
max. according to standard [19]
caused by mechanical inaccuracies of
the iris Standard [19]: up to 50%
depending on f -number!

2 Relative aperture X
3 f -number X
4 ESF X Depending on spatial frequency,

f -number fixed focal length: 10%
5 MTF X Absolute (typically); zoom lenses:

10–20% absolute (typically)
6 Distortion X Without special measures: 10–30μm

with special measures: ≤5 μm
7 Relative illumination X
8 Spectral transmission X Depending on the stability of

antireflection manufacturing process

Table 4.12 Influence of mechanical inaccuracies of the camera system.

Cause Effect

1 Unprecise (non reproducible)
image position (e.g., by repetative
focussing)

Change of image size (heading:
bilateral telecentric lenses)

2 Unprecise object position (e.g.,
parts tolerances)

Change of image size (heading:
object – side telecentric lenses)

3 Image plane tilt (e.g., unprecise
sensor position)

Introduction of asymmetrical
distortion terms

4 Object plane tilt Distortion terms, change of
image size as 3 and 4

5 Deviation of optical axis from
mechanical reference axis (“Bore
sight”)

• Object – image distance
• Magnification ratio, which defines the focal length
• Required depth of field
• Relative aperture (f -number), influencing each other
• Minimum relative illumination
• Wavelength range (spectral transmission)
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• Maximum permissible distortion
• Minimum MTF values at defined spatial frequencies/image heights
• Environmental influences

– temperature/humidity
– mechanical shocks
– mechanical vibrations
– dust
– veiling glare by external light sources

• Mechanical interfaces
– maximum diameter and length
– maximum weight
– interface to the camera (C-mount, D-mount, etc.)

We will explain the procedure with the help of an example:

4.6.1 Example for the Calculation of an Imaging Constellation

1) Image sensor data
• 1

2
in. FT-CCD, sensor size 4.4 × 6.6 mm2

• pixel distance: 7 μm
• pixel size 7 × 7 μm2

2) Object data
• object distance ≈ 500 mm
• object size: 90 × 120 mm2

• object depth: 40 mm
3) Calculation of the magnification ratio and focal length

• from object and sensor size:

|𝛽| = sensor size
object size

= 4.4 mm
90 mm

≈ 1∕20

𝛽 = −1∕20 (inverted image)

• from object to image distance and from the imaging equation

e = f ′
(

1
𝛽

− 1
𝛽p

)

(𝛽p ≈ 1)

f ′ ≈ 23 mm

4) Calculation of the depth of field
• the depth of field is given by the depth of the object and with the depth of

field formula:

T =
2(f ∕nr)e ⋅ d′

G

𝛽2

• definition of the permissible circle of confusion: for sub-pixel edge detec-
tion, the range of the ESF shall be 4–7 pixels:

d′
G = 28 μm (4 pixels)
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Thus

(f ∕nr)e ≧ 3 ⋅
T ⋅ 𝛽2

2 ⋅ d′
G
= 1.8!

• control for the validity of the depth-of-field approximation:

|𝛽| ≧ 3 ⋅
(f ∕nr) ⋅ d′

G

f ′
1

20
≧ 1

150
(fulfilled)

• condition for permissible geometrical calculation:

(f ∕nr)e ≦ 2.8
4.5

≈ 6.2 (fulfilled)

• diffraction-limited disk of confusion:
– at the limits of the depth of field:

d′
d =

√

(d′
G)2 + 2 ⋅ (f ∕nr)2

e ≈ 28.5 μm [(f ∕nr)e = 4.0]

– in focus

d′
d = 1.22 ⋅ (f ∕nr)e ≈ 5 μm

5) Definition of image quality parameters
• spectral weighting: Vis (380–700 nm) (IR cut-off filter required)
• Nyquist frequency of the sensor:

rN ≈ 70 lp mm−1

• specification of MTF data:

spatial frequency r ( lp mm−1) 20 40 60
MTF (%) ≧80 ≧50 ≧20

for image heights h′ ≦ 3.5 mm
6) Specification of distortion

• required measurement accuracy in the object: ±0.05 mm
→ absolute distortion in image

|Δy′| ≦ 0.05
20

mm = 2.5 μm

→ calibration of distortion required
7) Comparison with manufacturer’s data

There exist some simple optical design programs that might facilitate such
calculations, for example, [21].
Figure 4.115 shows schematically the interdependences between the require-
ments of the optical system and the parameters of the measurement
situation.
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5

Camera Calibration
Robert Godding

AICON 3D Systems GmbH, Biberweg 30 C, 38122 Braunschweig, Germany

5.1 Introduction

In the past years, the use of optical measurement systems has continuously
increased in industrial measurement technology. On the one hand, there are
digital cameras (partly with telecentric optics) that are used for the deter-
mination of two-dimensional measuring quantities; on the other hand, the
3D measurement technology has greatly come to the fore. Favorable to this
development was the improvement of the sensor technology of digital cameras
so that nowadays cameras with about 50 megapixels can be used as well as ever
faster processors enabling the fast processing of large data quantities.

The mode of operation of the systems, however, greatly differs.
One method consists in using one-camera systems by means of which almost

any objects are taken (partially with several hundred images), which are then eval-
uated offline. Besides, there are numerous systems in use in which a great number
of cameras are simultaneously acquiring an object, the evaluation being made
online. Due to this, there are rising requirements with respect to the geometri-
cal quality of manufactured parts and most industrial applications require a very
high accuracy for evaluation.

This accuracy can only be reached if corresponding mathematical models form
the basis of the cameras used for all calculations, that is, all camera and lens
parameters are known and are taken in consideration accordingly.

In photogrammetry, the subject of which has been the derivation of
three-dimensional measuring quantities from images for many years, intensive
work has always been done in the field of camera modeling. In this connection
the determination of the significant camera parameters is often referred to as
camera calibration.

Here, there are basically two approaches. While in some cases the actual object
information and the camera parameters can be simultaneously determined with
corresponding models (simultaneous calibration), the camera systems are first
calibrated separately in other applications. The camera parameters are then

Handbook of Machine and Computer Vision: The Guide for Developers and Users,
Second Edition. Edited by Alexander Hornberg.
© 2017 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2017 by Wiley-VCH Verlag GmbH & Co. KGaA.
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assumed to be constant in the latter measurement. Approaches combining both
methods are used as well.

In addition, the methods of camera calibration can also be used to obtain qual-
ity information of a camera system or information about the measuring accuracy
that can be reached by a measuring system.

Methods of calibration and orientation of optical measurement systems are
described in the following chapters, focusing primarily on photogrammetric
methods since these permit a homologous and highly accurate determination of
the parameters required.

5.2 Terminology

The terminology in the following chapters is based on the photogrammetric defi-
nitions. Sometimes this terminology differs from the terms that are used in other
disciplines, for example, in machine vision.

5.2.1 Camera, Camera System

All mechanical, optical, and electronic components that are necessary to produce
an image used for measurement purposes, can be described as a camera or cam-
era system. The camera mainly consists of a lens system (sometimes equipped
with an additional filter) on the one side and a sensor on the other side and
a mechanical component to connect these two elements. In most cases, these
mechanical components are not independent from the camera housing, which
can result in instable conditions. For the imaging different digital sensor types
(e.g., CMOS and CCD) are used.

In addition, the electronic components, which have an influence on the geom-
etry of the final digital image (e.g., A/D converter), have to be added to the defi-
nition of the camera. These components can be outside the camera housing, for
example, frame grabbers within the computer systems. Some cameras (especially
consumer cameras) perform a kind of image preprocessing within the camera,
which cannot be influenced by the user. Even these preprocessing algorithms
sometimes have an influence on the geometry of the digital image.

5.2.2 Coordinate Systems

Mainly three kinds of coordinate systems are used for the description of
the complete parameter set for calibration. The first coordinate system is a
two-dimensional system defined in the sensor plane and is used for the descrip-
tion of the measured image information. This system is often called sensor or
image coordinate system.

The second kind of system is used for the description of the camera parameters,
it is called the interior coordinate system. The last system is a higher-order system,
frequently called the world coordinate system or object coordinate system. The
last two systems are cartesian, right-handed systems.
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5.2.3 Interior Orientation and Calibration

The interior orientation describes all parameters that are necessary for the
description of a camera or a camera system itself.

In photogrammetric parlance, calibration refers to the determination of these
parameters of interior orientation of individual cameras. The parameters to be
found by calibration depend on the type of camera used and on the mathematical
camera model, which is used for the description. Various camera models with
different numbers of parameters are available. Once the imaging system has been
calibrated, measurements can be made after the cameras have been duly oriented.

5.2.4 Exterior and Relative Orientation

The exterior orientation describes the transformation between the coordinate
system of the interior orientation (or multiple transformations in case of camera
systems with more than one camera) and the world coordinate system.

The relative orientation describes the transformation between different interior
coordinate systems in case of a multi-camera configuration.

Both transformations require the determination of three rotational and three
translational parameters – that is, a total of six parameters and can be described
with 4× 4 homogeneous transformation matrices.

5.2.5 System Calibration

In many applications, fixed setups of various sensors are used for the measure-
ment. Examples are online measurement systems in which, for example, sev-
eral cameras, laser pointers, pattern projectors, rotary stages, and so on, may be
used. If the entire system is considered as the actual measurement tool, then the
simultaneous calibration and orientation of all the components involved may be
defined as the system calibration.

5.3 Physical Effects

5.3.1 Optical System

Practically all lenses have typical radial symmetrical distortions that may greatly
vary in magnitude. On the one hand, some lenses used in optical measurement
systems are nearly distortion-free [1], while on the other hand, wide-angle lenses,
above all, frequently exhibit a distortion of several 100 μm at the edges of the field
of view. Fisheye lenses belong to a class of their own; they frequently have extreme
distortion at the edges. There are special mathematical models to describe those
special lens types [2].

Since radial symmetrical distortion is a function of the lens design, it cannot be
considered as an aberration. In contrast to that, centering errors often unavoid-
able in lens making cause aberrations reflected in radial asymmetrical and tan-
gential distortion components [3]. Additional optical elements in the light path,
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such as the different kind of filters at the lens and the protective filter at the sensor,
also leave their mark on the image and have to be considered in the calibration of
a system.

5.3.2 Camera and Sensor Stability

The stability of the camera housing has one of the most important impacts on the
measurement accuracy. The lens system and sensor should be in a stable mechan-
ical connection during a measurement or between two calibrations of a system.
From the mechanical point of view the best construction may be a direct inter-
nal connection between the lens and the sensor which is independent of the outer
housing. In addition, this connection can have a provision for mounting the cam-
era on a tripod or carrier. This allows a handling of the camera without too much
influence on the stability of the interior orientation.

These ideal conditions are not realized for most of the cameras, which are used
for measurement purposes. Normally there is a connection between the lens or
sensor and the outer housing so that a rough camera handling can influence the
interior orientation. Besides, the sensor is often not fixed well enough to the hous-
ing so that a small movement between the sensor and the lens is possible. An
influence of thermal effects caused by electronic elements is also possible.

Due to their design, digital sensors usually offer high geometrical accuracy [4].
On the other hand, sensors have become larger in size. Digital full format sensors
with sizes of 24 mm× 36 mm and larger are commonly used for measurement
purposes. Most camera models imply the planarity of the sensor, which normally
cannot be guaranteed for larger sensors.

5.3.3 Signal Processing and Transfer

When evaluating an imaging system, its sensor should be assessed in conjunction
with all additional electronic devices, for example, necessary frame grabbers.
Geometrical errors of different magnitude may occur during A/D conversion
of the video signal, depending on the type of synchronization, especially if a
pixel-synchronous signal transfer from camera to image storage is not guaran-
teed [5]. However, in the case of a pixel-synchronous data readout, the additional
transfer of the pixel clock pulse ensures that each sensor element will precisely
match a picture element in the image storage. Most of the currently used
cameras work with digital data transfer, for example, with Camera Link, IEEE
1394, GigE, or USB2/3 [6] and, therefore, a lot of problems (pixel shift, timing
problems) are not relevant. Very high accuracy has been proved for these types of
cameras. However, even with this type of transfer the square shape of individual
pixels cannot be taken for granted. As with any kind of synchronization, most
sensor-storage combinations make it necessary to consider an affinity factor; in
other words, the pixels may have different extensions in the direction of lines
and columns. Especially, some consumer or professional still video cameras are
provided with special sensor types (e.g., no square pixels) and an integrated
computation system. Even those sensors must be considered in a mathematical
model.
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5.4 Mathematical Calibration Model

5.4.1 Central Projection

In principle, image acquisition by an optical system can be described by the math-
ematical rules of central perspective. According to these, an object is imaged in
a plane so that the object points Pi and the corresponding image points P′

i are
located on straight lines through the perspective center Oj (Figure 5.1). The fol-
lowing holds under idealized conditions for the formation of a point image in the
image plane

[
xij

yij

]

= −c
Z∗

ij

[
X∗

ij

Y ∗
ij

]

(5.1)

with
⎡
⎢
⎢
⎢
⎣

X∗
ij

Y ∗
ij

Z∗
ij

⎤
⎥
⎥
⎥
⎦

= D(𝜔,𝜑, 𝜅)j

⎡
⎢
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⎢
⎣

Xi − Xoj

Yi − Yoj

Zi − Zoj

⎤
⎥
⎥
⎥
⎦

(5.2)

where

Xi, Yi, Zi are the coordinates of an object point Pi in the object coordinate system
K ,

XOj, YOj, ZOj the coordinates of the perspective center Oj in the object coordinate
system K ,

X∗
ij ,Y

∗
ij ,Z

∗
ij the coordinates of the object point Pi in the coordinate system K∗

j ,
xij, yij the coordinates of the image point in the image coordinate system KB, and
D(𝜔,𝜑, 𝜅)j the rotation matrix between K and K∗

j as well as,
c the distance between perspective center and image plane,
the system K∗

j being parallel to the system KB with the origin in the perspective
center Oj [8].

The above representation splits up the optics in such a manner that in (i) it
is primarily the image space (interior) parameters and in (ii) primarily the object
space (exterior) parameters – that is, the parameters of exterior orientation – that
take effect.

This ideal concept is not attained in reality where a multitude of influences are
encountered due to the different components of the imaging system. These can be
modeled as deviations from the strict central perspective. The following section
describes various approaches to mathematical camera models.

5.4.2 CameraModel

When optical systems are used for measurement, modeling the entire process of
image formation is decisive for the accuracy to be attained. In case of systems
with active illumination, basically the same ideas apply to projection systems for
which models can be set up similarly to imaging systems. That may be important
for the calibration of white light scanners, where the projector can be one main
part of the measurement unit and has to be calibrated also with high accuracy.



296 5 Camera Calibration

Z*
Z

X

X*

Y*

Pi

Zi Xi Xoj

Yi

Yoj

y

x
C

Oj

ZOj

Y

H Pij

κ

φ

ω
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Figure 5.2 Sensor coordinate system.

The basic coordinate system for the complete description is the image coordi-
nate system KB in the image plane of the camera. In electro-optical cameras, this
image plane is defined by the sensor plane. Here, it is entirely sufficient to place
the origin of the image coordinate system in the center of the digital images in
the storage (Figure 5.2). The centering of the image coordinate system is advan-
tageous to the determination of the distortion parameters, which is described
later.

Since the pixel interval in column direction in the storage is equal to the inter-
val of the corresponding sensor elements, the unit “pixel in column direction”
may serve as a unit of measure in the image space. All parameters of interior
orientation can be directly computed in this unit, without conversion to metric
values.
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The transformation between a pixel and a metric coordinate system (which
sometimes is used to have units independently from the pixel size) is very
simple

xij pix = xij × Fx + Tx (5.3)
yij pix = Ty − yij × Fy (5.4)

where Tx and Ty are half of the sensor resolution in x and y and Fx and Fy are
calculated from the quotient of the sensor resolution and the sensor size in x
and y.

5.4.3 Focal Length and Principal Point

The reference axis for the camera model is not the optical axis in its physical sense,
but a principal ray through the perspective center Oj which is perpendicular to
the image plane defined above and intersects the latter at the principal point PH
(xH, yH). The perspective center Oj is located at the distance ck (also known as
calibrated focal length) perpendicularly in front of the principal point [9].

The original formulation of Equation 5.1 is thus expanded as follows:
[

xij

yij

]

=
−ck

Z∗
ij

[
X∗

ij

Y ∗
ij

]

+
[xH

yH

]

(5.5)

5.4.4 Distortion and Affinity

The following additional correction function can be applied to Equation 5.5 for
radial symmetrical, radial asymmetrical, and tangential distortion.

[
xij

yij

]

=
−ck

Z∗
ij

[
X∗

ij

Y ∗
ij

]

+
[xH

yH

]

+
[dx(V ,A)

dy(V ,A)

]

(5.6)

dx and dy may now be defined differently, depending on the type of camera used,
and are made up of the following different components:

dx = dxsym + dxasy + dxaff (5.7)
dy = dysym + dyasy + dyaff (5.8)

5.4.5 Radial Symmetrical Distortion

The radial symmetrical distortion typical of a lens can generally be expressed with
sufficient accuracy by a polynomial of odd powers of the image radius (xij and yij
are henceforth called x and y for the sake of simplicity):

drsym = A1(r3 − r2
0r) + A2(r5 − r4

0r) + A3(r7 − r6
0r) (5.9)

where

drsym is the radial symmetrical distortion correction,
r the image radius from r2 = x2 + y2,
A1, A2, A3 the polynomial coefficients, and
r0 the second zero crossing of the distortion curve,
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so that we obtain

dxsym =
drsym

r
x (5.10)

dysym =
drsym

r
y (5.11)

A polynomial with two coefficients is generally sufficient to describe radial sym-
metrical distortion. Expanding this distortion model, it is possible to describe
even lenses with pronounced departure from perspective projection (e.g., fisheye
lenses) with sufficient accuracy [10]; in the case of very pronounced distortion it
is advisable to introduce an additional point of symmetry PS (xS, yS). Figure 5.3
shows a typical distortion curve.

For numerical stabilization and far-reaching avoidance of correlations between
the coefficients of the distortion function and the calibrated focal lengths, a lin-
ear component of the distortion curve is split off by specifying a second zero
crossing [11].

Lenz [12] proposes a different formulation for determining radial symmetri-
cal distortion, which includes only one coefficient. We thus obtain the following
formula:

drsym = r 1 −
√

1 − 4Kr2

1 +
√

1 − 4Kr2
(5.12)

where K is the distortion coefficient to be determined.
The basic approach from [13], which is used from a lot of applications in

machine vision, uses two coefficients k1 and k2 for the description of the radial
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Figure 5.3 Typical distortion curve of a lens.
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distortion. Nevertheless, to obtain high accuracy results it is necessary to take
into account additional effects of asymmetric distortions.

5.4.6 Radial Asymmetrical and Tangential Distortion

To cover radial asymmetrical and tangential distortion, various different formula-
tions are possible. Based on [14], these distortion components may be formulated
as follows [3]:

dxasy = B1(r2 + 2x2) + 2B2xy (5.13)
dyasy = B2(r2 + 2y2) + 2B1xy (5.14)

In other words, these effects are always described with the two additional
parameters B1 and B2.

This formulation is expanded by Brown [15], who adds parameters to describe
overall image deformation or the lack of image plane flatness.

dxasy = (D1(x2 − y2) + D2x2y2 + D3(x4 − y4))x∕ck

+ E1xy + E2y2 + E3x2y + E4xy2 + E5x2y2 (5.15)
dyasy = (D1(x2 − y2) + D2x2y2 + D3(x4 − y4))y∕ck

+ E6xy + E7x2 + E8x2y + E9xy2 + E10x2y2 (5.16)

In view of the large number of coefficients, however, this formulation implies
a certain risk of too many parameters. Moreover, since this model was primarily
developed for large-format analog imaging systems, some of the parameters
cannot be directly interpreted for applications using digital imaging systems.
Equations 5.8 and 5.9 are generally sufficient to describe asymmetrical effects.
Figure 5.4 shows typical effects for radial symmetrical and tangential distortion.

5.4.7 Affinity and Nonorthogonality

The differences in length and width of the pixels in the image storage caused by
synchronization can be taken into account by an affinity factor. In addition, an
affinity direction may be determined, which primarily describes the orthogonality
of the axes of the image coordinate system KB. An example may be a line scanner
that does not move perpendicularly to the line direction. These two effects can
be considered as follows:

dxaff = C1x + C2y (5.17)
dyaff = 0 (5.18)

Figure 5.5 gives an example of the effect of affinity.

5.4.8 Variant Camera Parameters

In particular for cameras with mechanical instabilities or thermal problems it
can be helpful to use special mathematical models, which allow some parameters
to be variant during the measurement. That implies that those parameters are
different for each image during a measurement process, while other parameters
are assumed as stable.
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Recording system: CCD-Camera 1 / Schneider Xenoplan 1.8/6.5
Unit of vectors: (μm) 0.8050

Figure 5.4 Radial symmetrical and tangential distortion.

Effects of affinity
Recording system: CCD-Camera 1 / Schneider Xenoplan 1.8/6.5
Unit of vectors: (μm) 100.72

Figure 5.5 Effects of affinity.

A usual practice in that case is setting the focal length ck and the coordinates of
the principle point xH and yH as variant parameters for each image. That strategy
is only possible for special applications, for example, photogrammetric measure-
ments with a lot of images. In those cases it is possible to get results with high
accuracy, in spite of problems with mechanical instabilities [16].



5.4 Mathematical Calibration Model 301

5.4.9 Sensor Flatness

The above described mathematical model is based on a plane sensor, which
cannot be implied in reality, especially for cameras with a large sensor format. In
order to compensate for those effects a finite-elements correction grid based on
anchor points can be used, which is described by Hastedt et al. [17]. The sensor
is subdivided by a rectangular grid and for each node of the grid corrections are
computed so that each measured coordinate can be improved by the interpolated
corrections. Figure 5.6 shows a typical correction grid for a high-resolution
camera (Mamiya DCS 645, sensor size 36 mm× 36 mm). It could be shown that
the use of such models can improve the accuracy of 3D coordinates significantly.

5.4.10 Other Parameters

The introduction of additional parameters may be of interest and can improve the
accuracy for special applications. Dold [18] and Fraser and Shortis [19] describe
formulations that also make allowance for distance-related components of dis-
tortion within the photographic field. However, these are primarily effective with
medium and large image formats and the corresponding lenses and are of only
minor importance for the wide field of digital uses.

Gerdes et al. [20] use a different camera model in which two additional param-
eters have to be determined for the oblique position of the sensor.

Figure 5.6 Correction grid for a camera with large sensor. (Adapted from Hastedt et al. 2002
[17].)
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5.5 Calibration and Orientation Techniques

5.5.1 In the Laboratory

Distortion parameters can be determined in the laboratory under clearly defined
conditions. That possibility is often used for the calibration of high-resolution
cameras for aerial photogrammetry [21].

In the goniometer method, a highly precise grid plate is positioned in the image
plane of a camera. Then the goniometer is used to measure the grid intersections
from the object side and to determine the corresponding angles. Distortion values
can then be obtained by comparing the nominal and actual values.

In the collimator technique, test patterns are projected onto the image plane by
several collimators set up at defined angles to each other. Here too, the parameters
of interior orientation can be obtained by a comparison between nominal and
actual values, though only for cameras focused on infinity [9].

Apart from this restriction, there are more reasons speaking against the use
of the aforementioned laboratory techniques for calibrating digital imaging sys-
tems, including the following:
The scope of equipment required is high.
The interior orientation of standard industrial cameras normally used is not sta-

ble, requiring regular recalibration by the user.
Interior orientation including distortion varies at different focus and aperture set-

tings so that calibration under practical conditions appears more appropriate.
There should be a possibility of evaluating and recalibrating optical measurement

systems on the measurement side to avoid system maintenance costs that are
too high.

5.5.2 Using Bundle Adjustment to Determine Camera Parameters

All parameters required for calibration and orientation may be obtained by
means of photogrammetric bundle adjustment. In bundle adjustment, two
so-called observation equations are set up for each point measured in an image,
based on Equations 5.2 and 5.4. The total of all equations for the image points
of all corresponding object points results in a system that makes it possible to
determine the unknown parameters [22]. Since this is a nonlinear system of
equations, approximate values for all unknown parameters are necessary. The
computation is made iteratively by the method of least squares, the unknowns
being determined in such a way that the squares of deviations are minimized at
the image coordinates observed. Newer approaches such as balanced parameter
estimation work with modern algorithms [23]. Bundle adjustment thus allows
simultaneous determination of the unknown object coordinates, exterior
orientation, and interior orientation with all relevant system parameters of
the imaging system. In addition, standard deviations are computed for all
parameters, which give a measure of the quality of the imaging system.

5.5.2.1 Calibration Based Exclusively on Image Information
This method is particularly well suited for calibrating individual imaging systems.
It requires a survey of a field of points in a geometrically stable photogrammetric
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Figure 5.7 Reference plate for camera calibration.

assembly. The points need not include any points with known object coordinates
(control points); the coordinates of all points need only be known approximately
[22]. It is, however, necessary that the point field is stable for the duration of image
acquisition. Likewise, the scale of the point field has no effect on the determina-
tion of the desired image space parameters. Figure 5.7 shows a point field suitable
for calibration.

The accuracy of the system studied can be judged from the residual mismatches
of the image coordinates as well as the standard deviation of the unit of weight
after adjustment (Figure 5.8). The effect of synchronization errors, for example,
becomes immediately apparent, for instance by larger residual mismatches of dif-
ferent magnitude in line and column direction.

Figure 5.9 gives a diagrammatic view of the minimum setup for surveying a
point array with which the aforementioned system parameters can be deter-
mined. The array may be a three-dimensional test field with a sufficient number
of properly distributed, circular targets. This test field is first recorded in three
frontal images, with camera and field at an angle of 100g for determining affinity
and 200g for determining the location of the principal point. In addition, four
convergent images of the test field are used to give the assembly the necessary
geometric stability for determining the object coordinates and to minimize
correlations with exterior orientation.

Optimum use of the image format is a precondition for the determination of
distortion parameters. However, this requirement does not need to be satisfied
for all individual images. It is sufficient if the image points of all images cover the
format uniformly and completely.

If this setup is followed, seven images will be obtained roughly as shown in
Figure 5.10, their outer frame standing for the image format, the inner frame
for the image of the square test field, and the arrow head for the position of
the test field. It is generally preferable to rotate the test field with the aid of
a suitable suspension in front of the camera instead of moving the camera
for image acquisition. Complete, commercially available software packages
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Residuals of image coordinates
Recording system: CCD-Camera 1 / Schneider Xenoplan 1.8/6.5
Unit of vectors: (μm) 0.7320

Figure 5.8 Residual after bundle adjustment.

offer far-reaching automated processes for the described calibration task,
in most cases using special coded targets for an automatic point number
determination.

5.5.2.2 Calibration and Orientation with Additional Object Information
Once the interior orientation of an imaging system has been calibrated, its ori-
entation can be found by resection in space. The latter may be seen as a special
bundle adjustment in which the parameters of interior orientation and the object
coordinates are known. This requires a minimum of three control points in space,
the object coordinates of which in the world coordinate system are known and

Z

Y

X

Figure 5.9 Imaging setup for calibration
[1].
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1.

2.

3.

5. 7.

4. 6.

Figure 5.10 Positions of reference plate during calibration.

the image points of which have been measured with the imaging system to be
oriented.

In addition to a simple orientation, a complete calibration of an imaging system
is also possible with a single image. However, since a single image does not allow
the object coordinates to be determined, suitable information within the object
has to be available in the form of a three-dimensional control point array [24].
Today, such reference fields can be easily constructed by using carbon fiber ele-
ments. In any case, the control pattern should completely fill the measurement
range of the cameras to be calibrated and oriented to ensure good agreement
between the calibration and measurement volumes.

The effort is considerably smaller if several images are available. For a
two-image assembly and one camera, a spatial array of points that need to
be approximately known only, plus several known distances (scales) as addi-
tional information distributed in the object space will be sufficient, similar to
Section 5.5.2.1. In an ideal case, one scale on the camera axis, another one
perpendicular to it, and two oblique scales in two perpendicular planes parallel
to the camera axis are required (Figure 5.11). This will considerably reduce
the effort on the object side, since the creation and checking of scales is much
simpler than that of an extensive three-dimensional array of control points.

A similar setup is possible if the double-image assembly is recorded with several
cameras instead of just one. This is, in principle, the case with online measure-
ment systems. An additional scale is then required in the foreground of the object
space, bringing the total number of scales to five (Figure 5.12).

If at least one of the two cameras can be rolled, the oblique scales can be dis-
pensed with, provided that the rolled image is used for calibration [24].

The setups described are applicable to more than two cameras as well. In other
words, all cameras of a measurement system can be calibrated if the above men-
tioned conditions are created for each of the cameras. At least two cameras have
to be calibrated in common, with the scales set up as described. Simultaneous
calibration of all cameras is also possible, but then the scale information must be
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Figure 5.11 Scale setup for calibrating
one camera.
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Figure 5.12 Scale setup for calibrating
two cameras.

simultaneously available to all the cameras. If all cameras are also to be calibrated
in common, this will have to be done via common points.

With digital, multi-camera-online systems another calibration method is pos-
sible, which is based on the above described theory. It is possible to make the
calibration only with one scale, which is moved in front of the measurement sys-
tem. It is important, that the scale covers all directions in 3d space. The scale
bar should be positioned parallel and rectangular to the image planes. For each
position, images with all cameras are recorded and the image coordinates are
measured. For each camera, all measured image coordinates are subsumed in one
image so that we get one virtual image for each camera with the coordinates of all
measurements. If raw calibration values are known, approximate object coordi-
nates can be computed. Together with the knowledge of the distance of the scale
(which is known for each snap of the system) enough information for the calibra-
tion is available. Figure 5.13 shows a calibrated scale bar with four targets, which
allows a measurement from different directions.
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Figure 5.13 Principle of plumb-line method. y′

x′

α

a

5.5.2.3 Extended System Calibration
As we have seen from the last sections, a joint calibration and orientation of all
cameras involved and thus the calibration of the entire system is possible if cer-
tain conditions are met. With the aid of bundle adjustment, the two problems
can be solved jointly with a suitable array of control points or a spatial point
array of unknown coordinates plus additional scales. The cameras then already
are in measurement position during calibration. Possible correlations between
the exterior and interior orientations required are thus neutralized because the
calibration setup is identical to the measurement setup.

Apart from the imaging systems, other components can be calibrated and ori-
ented within the framework of system calibration. Godding and Luhmann [25]
describe a technique in which a suitable procedure in an online measurement
system allows both the interior and exterior orientation of the cameras involved
as well as the orientation of a rotary stage to be determined with the aid of a
spatial point array and additional scales. The calibration of a line projector within
a measurement system using photogrammetric techniques was, presented by
Strutz [26].

The calibration of a recording system with one camera and four mirrors is
described in [27]. This system generates an optical measurement system with
four virtual cameras. The advantage of the setup is that, especially in the case of
high speed image recording, the accuracy of a determination of 3D coordinates is
not influenced by synchronization errors from different cameras. This principle
allows a much cheaper solution than using four single cameras.

5.5.3 Other Techniques

Based on the fact that straight lines in the object space have to be reproduced as
straight lines in the image, the so-called plumb-line method serves to determine
distortion. The method is based on the fact that the calibrated focal length and
the principal point location are known [28].

According to Figure 5.13, each of the straight-line points imaged are governed
by the relationship

x′ sin 𝛼 + y′ cos 𝛼 = a (5.19)
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where x′ and y′ can be expressed as follows:
x′ = xij + dxsym + dxasy (5.20)
y′ = yij + dysym + dyasy (5.21)

dxsym, dysym, dxasy, dyasy corresponding to the formulations in Equations 5.10,
5.11, 5.13–5.16. It is an advantage of this method that, assuming suitable selection
of the straight lines in the object, a large number of observations are available for
determining distortion, measurement of the straight lines in the image lending
itself to automation. A disadvantage is the fact that simultaneous determination
of all relevant parameters of interior orientation is impossible.

Lenz [12] presented a method in which an imaging system was likewise
calibrated and oriented in several steps. The method requires a plane test field
with known coordinates, which generally should not be oriented parallel to the
image plane. Modeling radial symmetrical distortion with only one coefficient
and neglecting asymmetrical effects allows the calibration to be based entirely
on linear models. Since these do not need to be resolved interactively, the
method is very fast. It is a disadvantage, however, that here too it is impossible to
determine all the parameters simultaneously and that, for example, the location
of the principal point and the pixel affinity have to be determined externally.

Gerdes et al. [20] describe a method permitting cameras to be calibrated and
oriented with the aid of parallel straight lines projected onto the image. A cube of
known dimensions is required for the purpose as a calibrating medium. Vanishing
points and vanishing lines can be computed from the cube edges projected onto
the image and are used to determine the unknown parameters.

A frequently used formulation for determining the parameters of exterior and
interior orientation is the method of direct linear transformation (DLT) first
proposed by Abdel-Aziz and Karara [29]. This establishes a linear relationship
between image and object points. The original imaging equation is converted to
a transformation with 11 parameters that initially have no physical importance.
By introducing additional conditions between these coefficients it is then
possible to derive the parameters of interior and exterior orientation, including
the introduction of distortion models [30]. Since the linear formulation of DLT
can be solved directly, without approximations for the unknowns, the technique
is frequently used to determine approximations for bundle adjustment. The
method requires a spatial test field with a minimum of six known control points,
a sufficient number of additional points being needed to determine distortion.
However, if more images are to be used to determine interior orientation or
object coordinates, nonlinear models will have to be used here too.

Other direct solutions for the problems of calibration and orientation based on
the methods of projective geometry and DLT and attractive for the applications
of machine vision are shown by Förstner [31].

5.6 Verification of Calibration Results

After the calibration and orientation has been made, the system is ready for mea-
suring. The final acceptance and verification of the measurement system can be
done according to the German guideline VDI 2634 [32] by measuring a spatial
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Figure 5.14 Spatial test object for VDI
2634 test.

0.080

0.070

0.060

0.050

0.040

0.030

0.020

0.010

0.000

–0.010 0 200 400 600 800 1000 1200 1400 1600 1800 2000

–0.020

–0.030

Streckenlängen/Distance (mm)

Längenmessabweichungsdiagramm/Length measurement error diagram

Soll-lst-Abweihung/Deviation
Systemmaßstäbe/System scale bars

–0.040

–0.050

–0.060

–0.070

–0.080

S
ol

l-l
st

-A
bw

ei
ch

un
ge

n/
D

ev
ia

tio
n 

(m
m

)

Figure 5.15 Length measurement error diagram.

object with a range of 2 m× 2 m× 1.5 m with at least seven different measuring
lines distributed in a specific manner [33]. The measuring lines are realized, for
example, by highly accurate carbon fiber scales with some external calibrated dis-
tances (e.g., by a coordinate measuring machine (CMM)). The accuracy of the
system can be verified by a comparison between the measured and the nominal
values of the distances so that the quality of the optical measurement system is
reflected by the error of the length measurement. Figure 5.14 shows a spatial test
object for a verification test, Figure 5.15 a typical result.

5.7 Applications

5.7.1 Applications with Simultaneous Calibration

The imaging setup for many photogrammetric applications allows a simultaneous
calibration of cameras. It is an advantage of this solution that no additional effort
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Figure 5.16 Photogrammetric deformation measurement of a crashed car.

is required for an external calibration of the cameras and that current camera
data for the instant of exposure can be determined by bundle adjustment. This
procedure, however, is possible only if the evaluation software offers the option
of simultaneous calibration. As an example, let us look at the measurement of a
car for the determination of deformations during a crash test (Figure 5.16).

A total of 80 photos were taken before and after the crash with a professional
camera (Figure 5.17) with a resolution of approximately 4000× 3000 sensor ele-
ments. The AICON 3D Studio software was used for the complete evaluation
[34]. This allows the fully automatic determination of 3D coordinates, starting
with the measurement of image points right up to computation of all unknown
parameters. In addition to target sizes and the 3D coordinates of all measured
points in the world coordinate system, these include the camera parameters and
all camera stations. For the evaluation of the crash test a complete deformation

Figure 5.17 Camera positions for
crash car measurement.
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analysis was made within the software. For this example the coordinates have an
RMS value of approximately 0.04 mm in each of the three coordinate axes.

Most photogrammetric applications for high-precision 3D industrial metrol-
ogy work are based on simultaneous calibration. All parameters of interior and
exterior orientation are computed in parallel to the 3D coordinates. Numerous
other uses can be found in the aviation industry (measuring aircraft components
and fixtures), in the aeronautical industry (measuring satellites and antennas), in
shipbuilding, and in civil engineering (measuring of tunnels).

5.7.2 Applications with Precalibrated Cameras

5.7.2.1 TubeMeasurement within aMeasurement Cell
Some applications are running in an environment with fixed cameras; neverthe-
less, these camera systems have to be calibrated and the calibration has to be
checked to ensure reliable measurement results.

One example of such a system is the TubeInspect system, a measurement
system which incorporates advanced technology for the high-precision mea-
surement of tubes, the determination of set up, and correction data and quality
assurance of different kind of tubes [34]. The system acquires the tube with
16 high-resolution cameras (GigE), which are firmly mounted on a stable steel
frame. All cameras are pre-calibrated. The calibration and orientation is checked
with 30 illuminated reference targets with known positions, which cover the
whole measuring space (Figure 5.18). If the system recognizes a significant
difference between nominal and measured values, a new calibration of some
interior orientation or a new camera orientation is made automatically. With
that calibration strategy it is possible to obtain accuracies up to 0.1 mm within a
measurement range of 2500 mm× 1250 mm× 700 mm.

Figure 5.18 Tube inspection system with
fixed cameras and reference points.
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Figure 5.19 Online measurement system with three cameras.

5.7.2.2 Online Measurements in the Field of Car Safety
Another example of a measurement system with precalibrated cameras is an
online positioning system with two or more cameras. Such systems are used
for positioning tasks, for example, in car safety applications. One task is the
positioning of dummies before a crash test is conducted [34].

Some high resolution cameras (GigE) are mounted on a stable base beam. The
system can be mounted to a workstation cart and can easily be moved to different
measurement locations. If the system detects deviations during the measurement
that are too high a new system orientation may be necessary, which can be done
by the user on the test location directly with a carbon fiber reference plate or a
carbon scale bar (Figure 5.19).

5.7.2.3 High Resolution 3D Scanning withWhite Light Scanners
If surface measurement with high accuracy and very dense resolution is required,
the measurement systems are combined with projector units displaying different
kinds of patterns onto an object.

Advanced topometrical systems are using a two camera setup with an addi-
tional pattern projector. An asymmetrical projector positioning even offers the
possibility of integrating three triangulation angles in only one system setup. The
system configuration includes an intelligent data management selecting those 3D
data recorded with the largest triangulation angle, thus offering best data quality
and reliability. In case the corresponding object area is captured by only one cam-
era, the smaller triangulation angles are used to calculate the 3D data. To work
with all these options requires the calibration of cameras and projector.

Most of the topometrical systems based on structured light techniques are use
either a random pattern or a fringe projection technique. The random patterns
are analyzed by spatial correlation techniques that result in a strong low-pass fil-
tering (smoothing) of the calculated 3D data. On the other hand, these techniques
are instantaneous, because the data acquisition can be based on only one image
acquisition of both cameras [35].
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Figure 5.20 Principle of fringe projection.

High-definition fringe projection techniques of white light scanners are mainly
based on phase shift technology. Instead of recording only one image, a sequence
of fringe patterns is projected and captured (Figure 5.20). The main advantages
of this technique are:

• Separation of fringes and background structure by basic arithmetic operations
• Calculation of the local phase 𝜑 of the fringes with highest accuracy and with-

out using spatial correlation algorithms
• Easy determination of data reliability (fringe contrast).

Fringe projection systems are widely used for the determination of surfaces, for
example, in cultural heritage measurements [36]. On the other hand, the num-
ber of industrial applications is increasing constantly. White light scanners are
employed for tasks in geometric dimensioning and tolerancing (GD&T), inspec-
tion, and reverse engineering. All applications need a simple and fast system
calibration. In most cases, calibration with reference plates is a common method.
For automated measurement processes, the calibration is fully integrated into the
measurement sequences, that is, a manual calibration is not required.

To work with a fully calibrated color digital projection unit to display the fringe
pattern provides additional advantages [34]: After measuring the 3D surface
and evaluating the target data (e.g., differences between nominal CAD data and
measurement), the results can be projected back onto the measuring object
(Figure 5.21). In this case, the calibrated measurement device is also used for
the accurate visualization of results, because the computed 3D data are exactly
projected onto the object surface by using the calibrated parameters for the
positioning and the lens distortion parameters of the projector.

5.7.2.4 Other Applications
Other photogrammetric applications for the 3D capture of objects can be found,
for example, in accident photography and in architecture. In these fields, scale
drawings or rectified scale photos (orthophotos) are primarily obtained from the
digital images. The cameras used are generally calibrated for different focus set-
tings using the methods described above. Special metric lenses, which guarantee
reproducible focus setting by mechanical click stops of the focusing ring, keep the
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Figure 5.21 White light scanner with digital color projection unit.

interior orientation constant for prolonged periods. The data of interior orienta-
tion are entered in the software and thus used for plotting and all computations.
This guarantees high-precision 3D plotting with minimum expense in the phase
of image acquisition. Other applications can be found in [37, 38].
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Camera Systems in Machine Vision
Horst Mattfeldt

MATRIX VISION, Talstrasse 16, 71570 Oppenweiler, Germany

6.1 Camera Technology

6.1.1 History in Brief

Historically, the mechanical scanning of two-dimensional images by rotating disk
with spiral holes (Figure 6.1) (by Paul Nipkow of Berlin) was overcome in the early
1930s by electronic scanning methods with the help of electron tubes.

Manfred von Ardenne and Vladimir Zworykin were the first to demonstrate
“television” (Figure 6.2).

Scanning and amplifying tubes dominated until they were smoothly replaced
by transistors in the 1960s. First the amplifiers became solid state.

The invention of integrated circuits then in the 1970s led to the development
of a silicon scanning technology.

Firstly, CCDs (charge couple devices, to be explained later), became popular in
the early 1970s and, at the time of writing, still have a relatively high market share
in terms of units sold of ∼20% in the machine vision market and 10% in the global
sensor market (according to http://info.adimec.com/blogposts/bid/39656/CCD-
vs-CMOS-Image-Sensors-in-Machine-Vision-Cameras).

In the past 10 years, there has been a second popular technique gaining ground
for image sensors, based on CMOS (complementary metal oxide semiconductor)
technology, showing a high momentum of technological innovation.

Almost every camera that we use today in our electronic lifestyle is based on
CMOS imagers.

At the time of writing, SONY announced that it will stop producing CCDs in
the year 2025.

6.1.2 Machine Vision versus Closed Circuit TeleVision (CCTV)

First let us try to differentiate a machine vision camera from a standard (Closed
circuit Television→CCTV) camera.

• Mechanically, a machine vision camera preferably does not have an integrated
lens but a standardized adapter with a distance of 17.526 mm (12.5 mm in the

Handbook of Machine and Computer Vision: The Guide for Developers and Users,
Second Edition. Edited by Alexander Hornberg.
© 2017 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2017 by Wiley-VCH Verlag GmbH & Co. KGaA.

http://info.adimec.com/blogposts/bid/39656/CCD-vs-CMOS-Image-Sensors-in-Machine-Vision-Cameras
http://info.adimec.com/blogposts/bid/39656/CCD-vs-CMOS-Image-Sensors-in-Machine-Vision-Cameras
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Figure 6.1 Nipkow Scheibe. (BR-online.)

Figure 6.2 Video camera in the mid-1930s. (BR-online.)

case of a CS-Mount) from sensor to thread (called C-Mount) to put different
characteristic lenses on.

• The housing should be robust and equipped with various mounting possi-
bilities so that it can be coupled very flexibly with the housing machine or
equipment.

• The connectors should be standardized and lockable.
• Electrically it should accept external synchronization as well as internal oper-

ation.
• It should work in continuous modes but it should also accept external trig-

ger/strobing so that the image output can be synchronized to moving objects.
• It should be quick enough to follow the trigger frequency in the case of higher

speed application.
• Electrical parameters, like mode or gain and exposure time (electronic shutter)

should be changeable, either by potentiometer and DIP-switches or preferably
by software.

• Image output must be stable with no amplitude fading or weakening or image
jitter over time and temperature.

• Preferably, the machine vision camera should digitize the image in the camera
itself and output the video signal as a digital stream of numbers to achieve a
pixel- synchronous representation of the image pixel in the computer memory.

• Generally, machine vision cameras do not compress the image (by means of
algorithms such as JPEG or MPEG or H264) to reduce the amount of data to
be transmitted.

Thus we see that there is not one dominating criterion but a smooth gradation
from a machine vision to a CCTV camera. The latter will benefit from the ability
to output the best image, no matter what lighting and ambient conditions (at
day/night, sunlight).
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This imposes an enormous challenge on automatic image control loops in the
camera, on the capabilities of the sensor itself, and on the use of special lenses,
whereas a machine vision camera works preferably under controlled lighting
environment.

This is true even with the most recent advances in adaptive machine vision
algorithms able to compensate for lighting changes.

Sometimes based on requirements, machine vision applications can use eco-
nomical CCTV (board level) cameras; but generally the more demanding the
application, the higher the request for a true machine vision camera.

6.2 Sensor Technologies

The essential and most important part of a camera is the sensor, which is used for
the generation of the image. Trivial? The sensor is the eye of the camera.

The camera’s eye has the task of capturing the image and translating it into
information, which can either be preprocessed in the camera, or transmitted to
a host and processed and displayed on a monitor.

This is of course easier said than done: The human eye uses

• a spatially ultrahigh resolution, and
• a parallel (nontemporally scanning) image capturing scheme,

which is by far too complicated to be copied even with today’s technology.
Thus, the compromises for “industrial eyes” are the following:

• Limited resolution in pixels (picture elements) for both spatial dimensions
(preferably with equal spacing (→ square pixels)).

• Scanning temporally with defined frames per second suitable to follow the
motion of the object or the changes of the objects.

• Serialization of the sensor’s pixel output, be it analog or digital.

6.2.1 Spatial Differentiation: 1D and 2D

Here we first discriminate between one-dimensional and two-dimensional image
sensors.

The 1D sensor is a line sensor, whereas a 2D is an area sensor (consequently, a
light barrier should be named a 0D sensor!).

Although an image is two-dimensional, having a discrete height and width, one
can also think of it in terms of an endless image having only a defined width but
unknown or unlimited height.

An example for the latter is an image of a wooden board, whose height varies
with the height of the tree it is being cut off from.

A line image sensor will be advantageous here because it will scan the width
of the image line by line while the wooden board is moved (preferably with con-
stant or known velocity!) under the optics. The wooden board’s end also limits
the height of the image.
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Area sensor

Area sensor

with line scan

mode

Figure 6.3 Switching between area
scan and line scan mode.

It should be noted that with new advances in CMOS sensor technology, sensors
that can be switched between line scan and area scan mode are available, such as
the EV76C560 from the company E2V.

The image in Figure 6.3 highlights these modes to the extent that it is even
possible to select the line that is used in line scan mode.

Because line scan cameras expose and read out per line (whereas area scan
cameras expose all lines at the same time and then read out the lines) they require
much more light (and/or would need bigger pixels) to collect more photons if a
high line rate is required. Line scan cameras are not detailed further due to their
lower market importance though.

6.2.2 CCD Technology

CCDs, invented by American Bell laboratories in the 1960s (for analog storage
and shift registers!) became the dominant scanning device because silicon is also
light sensitive.

In a CCD, the photo effect is used to generate electrons out of photons, this
charge is collected and held in virtual tiny buckets forming individual picture
elements (pixels). Using various gating clocks it is possible to move this charge
serially toward the output of the device (usually one), where it is converted into
a current or voltage.

Currently, SONY of Japan and ON Semiconductor (formerly Truesense, for-
merly KODAK) of USA are important CCD manufacturers in terms of volume,
followed by a few others.
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The technology for 2D image sensors, adopted by these various manufacturers,
has emerged and diversified into various technological and architectural sub-
structures.

The differences arise in the way the lines are scanned and charge storage is
handled and outputted.

Each substructure will be explained shortly with its main advantages and dis-
advantages, which are summarized from the machine vision point of view as
follows:

• Full frame
• Frame transfer sensor.

While the above two principles are of importance for scientific cameras, the
latter principles are widely used in machine vision and described in more detail.

• Interline transfer
– Interlaced scan interline transfer
– Progressive scan interline transfer.

6.2.2.1 Interline Transfer
Interline technology splits into two subcategories, depending on the way the lines
are read out:

• Progressive scan readout
• Interlaced scan readout

– Field integration
– Frame integration.

6.2.2.2 Progressive Scan Interline Transfer
Progressive scan is straightforward but nevertheless, it is the latest development
in CCD: Each light sensitive pixel has its storage companion, which again reduces
the fill factor and sensitivity a bit, but there are sophisticated microlenses to com-
pensate for this drawback. With the shift pulse the charge of each pixel in each line
is transferred, making the time between two shift pulses the frame time and usu-
ally also the shutter time. Most progressive scan sensors have square pixels, which
enables an easy transformation between pixel count and distance measurement
without x–y calibration.

The picture illustrates the principle: In each picture each pixel’s storage can be
placed (with the charge transfer command) into the respective vertical storage
register, which can hold the charge of all lines (Figure 6.4).

Very advantageous here is the fact, that after a shift command, the sensor pixel
can be kept in a reset state so that the integration can start (virtually the shut-
ter can be electronically opened) by a control signal. This gives control over the
integration time, so that

• moving objects do not blur (more light is needed!);
• moving objects are shuttered precisely from image to image at the same posi-

tion and are not “jumping”;
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Figure 6.4 Progressive scan interline transfer.

• auto shutter can be built so that the image brightness becomes less dependent
on the illumination.

Pro: Electronic (asynchronous) shutter
Suitable for stationary and moving industrial applications
No flash needed
No mechanical/LCD-shutter.

Con: Lower fill factor
Lower sensitivity (microlenses improve this feature)
Lower IR sensitivity.

6.2.2.3 Interlaced Scan Readout
Interlaced is still the standard video technology in use for more than 70 years.

Interlaced stands for the fact that an image is scanned and displayed consecu-
tively by two half images called fields where one field displays the odd lines, and
the other displays the even lines, simply because at the beginning it was not possi-
ble to speed up with all lines and frame rates. The first field, drawn in solid black
starts with half-a-line, whereas the second field (dashed) starts with a full line
(Figure 6.5).

The flyback (of the electron beam of the CRT or tube) is drawn in gray. The
vertical flyback is shown in principle; it actually goes zigzag, because it takes more
line times.

While the above description explains the historical aspects of interlaced scan-
ning the advantage on the CCD architecture is mainly that it requires only one
vertical shift register element per two pixel elements.

6.2.2.3.1 Field Integration This mode combines the charge of two vertical pixels.
Usually one-chip complementary color cameras must (and b/w color cameras

can) add the content of two adjacent lines together to derive the color information
(and to increase the sensitivity).
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Figure 6.5 Interlaced scanning scheme.
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Figure 6.6 Interlaced sensor with field integration.

In the first field, for example, line one and two are added, while in the second
field, two and three are added as shown in Figure 6.6.

With this field integration mode it is also possible to benefit from an electronic
shutter.

The drawback is the loss in vertical resolution because adding two lines together
is also effectively a low pass filter.

6.2.2.3.2 Frame Integration The other method is called frame integration: The
advantage is the higher vertical resolution. Because the integration of the two
fields overlap, it is possible to use a flash and to freeze an image in full vertical
resolution. An electronic shutter is not possible in this mode (Figure 6.7).

Depending on their horizontal resolution, interlaced sensors may have rect-
angular pixels dimensions (e.g., 9.8 μm× 6.3 μm), opting for high sensitivity
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Figure 6.7 Interlaced sensor with frame integration.

Table 6.1 Summary and comparison of modes.

Progressive scan
noninterlaced

Interlaced

Field integration Frame integration

Vertical resolution Good Lower Good
Temporal resolution Good Good Lower

but making either rescaling or calibration efforts necessary for dimensional
measurement machine vision tasks.

Compare the CCD readout technologies with the help of Table 6.1.
As a conclusion, progressive scan is the best compromise for most of the appli-

cations because it is the most flexible.
Machine vision systems (frame grabber, displays) favor progressive cameras,

because they make the conversion from interlaced to progressive obsolete.

6.2.2.4 Enhancing Frame Rate byMultitap Sensors
CCD sensors circuitries have limits in terms of pixel clock frequencies in the
range of 60 MHz. On the other hand, it is possible to create small pixels and
increase the resolution to about 30 Megapixels.

To overcome the drop in frame rate (2 fps in the above example), manufacturers
use multiplex readout schemes, such as dual or quad tap readout.

An example is shown in the picture in Figure 6.8: It shows the structure of, for
example, SONY ICX834 which is a 1/2/4 tap 12 Megapixels sensor achieving up
to 15 fps.

It can be seen that we have now two horizontal shift registers on the top and
bottom of the image. Each shift register has two output stages on the left and the
right side of the image.

Either the camera or the frame grabber or the host computer needs to take
care of the necessary horizontal and vertical flipping of the image quadlets, so
that finally the image is correctly reconstructed.

The corresponding readout scheme is in quadlets according to the next illus-
tration (Figure 6.9).
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Figure 6.8 Quad tap CCD sensor (SONY).

Figure 6.9 Tap arrangement (shown with taps
misbalanced on purpose).

Tap1 Tap2

Tap3 Tap4

It should be also noted that although there are highly integrated multi analog
front end (AFE) circuitries available, the power consumption of a quad tap image
head will be higher and it needs a careful analog/digital gain/offset adjustment
tap balance to make the tap borders invisible.

6.2.2.5 SONY HAD Technology
HAD (hole accumulation diode) is a SONY term for the silicon structure of the
CCD.

The image in Figure 6.10 (by SONY) illustrates the concept: Note that
microlenses on top of each pixel focus the light, such that it is concentrated on
the light sensitive part but not hitting the transfer section, which considerably
enhances the sensitivity.

6.2.2.6 SONY SuperHAD (II) and ExViewHAD (II) Technology
These terms stand for improvements in the structure of the lens, so that a higher
sensitivity both in visible and IR (ExView) regions are achieved.

The image (by SONY) shows the differences (Figure 6.11).
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Figure 6.10 HAD principle of SONY CCD sensors. (Courtesy by SONY.)
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Figure 6.11 Super HAD (II) principle of SONY CCD sensors. (Courtesy by SONY.)

6.2.2.7 CCD Image Artifacts
Although this technology has been specially optimized over decades for perfect
image generation, it may suffer from some general image artifacts.

6.2.2.8 Blooming
When a CCD gets excessively saturated by extremely bright objects, it may show
blooming. This is when the charge cannot be held at an individual pixel’s place
but floods over the array (Figure 6.12).

6.2.2.9 Smear
Smear can be seen as a vertical line, usually above and under a bright spot in an
image. This is due to “cross talk” of electrons moving from the pixel to the vertical
shift register, while the image is shifted out (Figure 6.13).

Smear is affected by the ratio of the readout time versus the shutter (integra-
tion) time.

Short shutter times and/or long readout times increase smear.
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Figure 6.12 Blooming due to
excessive sunlight hitting the
CCD sensor.

Figure 6.13 Smear of CCD image sensor due to bright spot.

The following two methods are helpful for reducing smear:

Using of mechanical shutters can block the light after the exposure time, while
the image is shifted. Alternatively, the use of a flash is recommended so that it
dominates over the ambient light.
Multitap sensors identify themselves in the way they are susceptible to smear:
A bright spot in the top half: smear goes to the top (due to the direction the
image is shifted out); bright spot in the bottom half: Smear goes to the bottom
(Figure 6.14).

Figure 6.14 Dual tap sensor smear appearance.
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6.2.3 CMOS Image Sensor

CMOS image sensors are newer although the underlying technology is not new.
Only the use of CMOS silicon for imaging purposes has seen a lot of progress
over the past decade.

The basic principle is also the photovoltaic effect. While the CCD holds and
moves the charge per pixel to one (or more) output amplifier(s), the CMOS sen-
sor usually converts the charge to voltage already in the pixel (Voltage domain
pixel). By crossbar addressing and switching, the voltage can be read out of the
sensing area.

The two technologies are compared in Table 6.2.
Recently SONY introduced a charge domain CMOS pixel architecture which

integrates some CCD technology elements in CMOS sensors, resulting in very
high dynamic range and very low dark noise.

6.2.3.1 Advantages of CMOS Sensor
Because CMOS is basically used in digital circuits, it is obvious that analog to dig-
ital conversion, addressing, windowing, gain and offset adjustments, and smart
preprocessing functions can be easily added to the chip, aiming for the ultimate
goal of a camera on a chip.

Surveillance cameras are already reaching this goal, but machine vision is a few
steps behind. A higher level of integration is one aim; lower power consumption
(a 3rd to a 10th) is the other.

6.2.3.1.1 High Dynamic Range (HDR) By using variable logarithmic photodiodes
(LinLogTM Photonfocus) or multiple reset thresholds (knee points) some manu-
facturers, such as OnSEmi, CMOSIS, E2V can achieve up to 120 dB (compared
to 60–80 dB for CCD) in intra-scene dynamic range.

The graph (by MATRIX VISION) of the signal level output versus total inte-
gration time shows the behavior of two knee points (Figure 6.15).

The thresholds S1 and S2 are configured at 33% and 66% relative brightness.

Table 6.2 CCD versus CMOS comparison by OnSemi (formerly Cypress/FillFactory).

CCD

Si

CMOS

Photodetection Buried diode Photodiode
Technology Nonstandard Standard
Charge conversion At output In pixel
Readout Changed transfer Voltage multiplexing
Supply and biasing Multiple supplies needed Single supply
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Figure 6.15 Integration time for different light pixels with two knee points for an OnSemi
MT9V034 sensor.

A very light pixel (red) reaches threshold S1 early within exposure time period
1 and is clipped there.

For the second and much shorter integration time T2 (∼4% of total) the very
bright pixel also reaches limit S2.

A light pixel (purple) reaches the limit S1 later in time but does not reach limit
S2; whereas a darker pixel (blue) does not reach S1 at all.

Within the very short period T3 (∼1% of total) all three pixels reach their final
signal level.

The result of this process is that the very light pixel requires 100 times higher
brightness to reach final signal compared to linear, representing at least a 20 dB
high dynamic range (HDR).

The resulting sensitivity shows these two knee points at the set signal levels
(Figure 6.16).

The next screenshot shows a practical example, taken with USB2 camera
mvBlueFOX-200W using viewer program mvPropView (Figure 6.17).

Please note that exposure times can only be changed in line length units result-
ing in wavy response.

Figure 6.18 shows an image in linear mode on the left and another image with
one additional knee point to increase the intra-scene dynamic on the right.

6.2.3.1.2 Readout Schemes and Effects on Windowing (Area of Interest) and Frame Rate
There are basically two readout architectures for CMOS sensors:

The conventional one uses a column/row addressing scheme for reading out
the active pixel array (via correlated double sampling (CDS) stages) into one ADC
(Analog Digital Converter).

As a positive side effect, these sensors usually increase their frame rate by read-
ing out fewer pixels both in the vertical and horizontal dimension.
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Figure 6.16 Nonlinear response curve with two knee points for an OnSemi MT9V034 sensor.

Figure 6.17 Practical response curve with two knee points for an OnSemi MT9V034 sensor.

The consequence is that the ADC has to run at pixel frequency, which may
limit conversion accuracy to usually 10 bit while still generating high frequency
sideband noise.

A typical architecture (according to a technical paper of SONY) is shown in
Figure 6.19.

6.2.3.1.3 Column Parallel Readout Schemes A typical architecture (according to a
technical paper of SONY) is shown in Figure 6.20.

We have now as many ADCs as we have columns. This reduces the con-
version speed to line frequency enabling “simpler” yet more accurate ADC
conversion techniques and also shifting ADC noise spectrum drastically to lower
frequencies.

The general concept of using multiplexed LVDS (low voltage differential signal-
ing) output channels (up to 32 output channels) makes it possible to achieve an
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Figure 6.18 High dynamic range mode with one knee point.
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Figure 6.19 Conventional CMOS readout architecture (according to SONY).

extremely high pixel rate of more than 8 Gigapixel s-1 with frame rates of several
1000 fps.

This makes CMOS sensors very qualified for high-speed imaging systems.

6.2.3.2 CMOS Sensor Shutter Concepts
Every pixel of a CMOS imager consists of several transistors.

A pixel is called active (APS) when it comes combined with an amplifier. It
needs a minimum of three transistors for an APS. In machine vision, it is useful
to have an electronic shutter.
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Figure 6.20 Column-based CMOS readout architecture (according to SONY).

Even with the simplest three-transistor pixel it is possible to have an electronic
shutter in the so-called rolling (curtain) shutter architecture (see Figure 6.21). The
image is reset line by line a configurable time before reading the respective line.
The time difference between resetting and reading is the integration or shutter
(or exposure) time.

This may be perfect for stationary applications, but it can introduce severe arti-
facts for moving applications, as can be seen in Figure 6.22.

On the right the blades of the fan are scanned by a rolling shutter creating
extreme deformation to them, while on the left they have been scanned with a
global (synchronous for all pixels or snapshot) shutter.

The left image also shows the effect of Photonfocus’ LinLogtechnology to
enhance the dynamic range.

A variant of the rolling shutter pixel architecture enables a global reset for all
pixels, followed by the readout in a consecutive manner.

This is called Global Reset Release Shutter (Figure 6.23).
Integration time in this mode is the sum of blue and red time and is, therefore,

different for every row.
Using a flash in the blue period, it is possible to freeze an image with no rolling

shutter artifacts, assuming that ambient light is not an issue or a mechanical shut-
ter is used to close the light after the flash.
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Figure 6.21 Rolling shutter visualization (by OnSemi).
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Figure 6.22 Rolling shutter (b) versus global shutter (a). (Courtesy by Photonfocus.)
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Figure 6.23 Global reset release schematics (OnSemi).

The need for a true global shutter makes at least a fourth transistor necessary
for the global resetting of every pixel. With every additional transistor potentially
reducing the fill factor (the ratio between the photodiode area vs the total pixel
area) as a side effect, sensitivity may decrease or structural fixed pattern noise
(FPN) may increase. The next image shows the structure of one of the first sensors
with a global shutter, the IBIS5 pixel by FillFactory (Figure 6.24).

Even with this four transistor cell, in global shutter mode, the sensor can either
integrate or readout at a time. This possibility has a clear impact on the achievable
frame rate that will go down when the shutter time goes up. This is explained in
Figure 6.25 where the constant frame readout time in red and the variable inte-
gration time in blue to be added for the total frame time are shown.

The interleaving of integration of a new frame, while reading out the actual one,
possible with a CCD, also called pipelined global shutter, again requires additional
circuitry.

To make things even more complicated, other important sensor performance
aspects impact the sensor pixel design such as reducing pixel noise (reset noise,
FPN by CDS or dual CDS) and the goal to achieve a good global shutter efficiency
(or a low parasitic light sensitivity) while maintaining high sensitivity.

Reset
C

Sample

Select

Column output

Figure 6.24 Active pixel structure (by
Cypress/FillFactory).
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Figure 6.25 Serialization of integration and readout (OnSemi).

Shutter efficiency describes how well the sensor is able to keep ambient light
from integrating after the electronic shutter is closed.

This is especially important at short exposure times and high ambient light sit-
uations.

A sensor, which is not applicable for an application, may present blurred mov-
ing contours or a vertical gradient with increasing FPN due to saturation effects
in the pixel memory.

A brute force test can be executed by pointing a (CMOS-) camera without a
lens toward an appropriate light source and simultaneously closing its electronic
shutter (exposure) register as much as possible.

Assuming that one could close the shutter to say 10 μs or even less and one gets
a dark image, the PLS is high.

Sensors with worse PLS showing artifacts in this test can be used in flash light
applications with less ambient light outside the flash.

At the time of writing the technical progress led to several different pixel
designs with as much as eight transistors per pixel plus two voltage-based sample
and hold stages in the form of capacitors (C1 and C2) at company CMOSIS.

This pixel architecture is shown in Figure 6.26.

RST

TX

Sample1 Sample2

VDD

SEL

C2C1PC

Figure 6.26 CMV2000/4000 pixel architecture (by CMOSIS).
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This results in the highest frame rate and shutter efficiency with a good sensitiv-
ity and low noise. SONY, as mentioned, invented a charge-based pipelined global
shutter pixel (called PregiusTM) with the focus on extremely low noise and highest
full well capacity resulting in a CCD- like performance in terms of dynamic range
and also very high speed with 6.5 transistors per pixel.

6.2.3.3 Performance Comparison of CMOS versus CCD
While in the past there was a clear difference in image performance, it is no longer
true today. It is believed that CMOS can cope with CCD and overhaul in terms
of frame rate, so it will become the dominating sensor technology in the future.

Table 6.3 highlights some important performance figures. Details on how to
achieve these figures are explained in this chapter .

6.2.3.4 Integration Complexity of CCD versus CMOS Camera Technology
One clear advantage of CMOS technology is the higher level of integration.

With CMOS it is possible to integrate
• The AFE (Analog Front End) preprocessing functionality,
• The timing generator on the sensor,
• The ADC.
achieving more compact solutions with less power consumption.

This integration is depicted in Figure 6.27.
On the left you see that a CCD camera has most of the building blocks separate,

whereas on the right the blocks are part of the CMOS sensor itself.
Today, modern CMOS sensors differ by their built-in preprocessing (smart)

functions, so it is worth trying to get a data sheet of the sensor and see what
features of the sensor found its way in the camera that you are interested in.

Table 6.3 Comparison of sensor performance data.

Manufacturer OnSemi E2V CMOSIS SONY SONY SONY

Type M021 76C560 CMV2000 IMX174 ICX445 ICX674
Technology CMOS CMOS CMOS CMOS CCD CCD
Pixel size (μm) 3.75 5.3 5.5 5.9 3.75 4.5
Trans./pixela) 5? 5 8 6.5 na na
Resolution (H ×V ) 1280× 960 1280× 1024 2048× 1088 1920× 1214 1280× 960 1936× 1460
Full well 5300e− 9600e 9800e 32 000e 9600e 15 400e
Dynamic (dB) 55 53 (GS) 57 73.5 61 60.5
SNR (dB) 37 40 40 45 40 42
Dark noise 8e− 21e− 13e− 6e− 7.7e− 14e−

PLSa) 1 :<300 1 : 3000b) 1 : 50 000 1 : 48 000 Smear? Smear?
Frame rate 45 60 340 164 22/31 64
Relative pricec) 1 2.5 10 9 2 22

a) Data from manufacturer.
b) http://image-sensors-world.blogspot.de/2009/09/e2v-launches-13mp-cmos-sensor.html.
c) Volume sensor price.

http://image-sensors-world.blogspot.de/2009/09/e2v-launches-13mp-cmos-sensor.html
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Typical CCD imaging system Typical CMOS imaging system

Optical assembly

Gain control

Timing generator /
line driver

Sample and hold

AD conversion

Memory
or buffer

CCD
image
sensor

CMOS
pixel
array

CMOS image sensor

Correlated
double
samling

Regulated
power
control

Timing generator /
line driver

Sample and hold

Gain control

AD Conversion

Memory
or buffer

Digital bit stream
(sent image to processing unit)

Correlated
double

sampling

Regulated
power
control ...

...

+5 V
+15 V
–15 V
+30 V

+5 V
or

+3.3
or

+2.5 V

Figure 6.27 CCD and CMOS camera building blocks (by OnSemi).
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Microlens and 
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Microlens and 
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Standard FSI FSI with lightguide FSI with lightguide and
deep photo diode

Microlens and 
planarization

Color filter Color filter Color filter

Passivation Passivation Passivation

Oxide
layers

Oxide
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Oxide
layers

Silicon Silicon Silicon

Metal

Light
guide

Light
guide

Metal Metal

Photo
diode

Photo
diode Deep

photo
diode

Incident
light

Incident
light

Figure 6.28 Sensitivity enhancements using standard front side illumination structures (by
OnSemi).

6.2.3.5 CMOS Sensor Sensitivity Enhancements
Several different strategies are required to increase sensitivity with shrinking
pixel size.

OnSemi’s Aptina, sensors use light guides to direct the light to the photodiode
as the picture in Figure 6.28 shows.

On the other hand, SONY and others (e.g., OmniVision) use the so-called back
side illumination (BSI) structure to achieve the same goal.

The image in Figure 6.29 depicts this structure.
At the time of writing, no BSI CMOS sensor with global shutter was available.
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Incidental light Incidental light

On-chip lens

Color filter

Metal wiring

Light receiving
surface

Substrate

Front-illuminated structure

Photo-diode

Photo-diode

Front side

Back-illuminated structure

Metal wiring

Substrate

Back side

Figure 6.29 FSI and BSI structure comparison (by SONY).

6.2.4 MATRIX VISION Available Cameras

See Table 6.4.

6.2.4.1 Why SoMany Different Models? How to Choose Among These?
Sensors differ roughly in

• Resolution
• Chip size
• Sensitivity
• Spectral response: color or b/w
• Readout speed or frame rate
• Special features (windowing (area of interest), binning (sub sampling) ).

Every sensor and associating camera has its best fit:

• Higher resolution shows more details, but can make the camera less sensitive
(pixel is smaller) or more costly (chip is more expensive).

• Bigger pixels on the other hand have higher sensitivity and fewer pixels per
image can be read out faster so that the frame rate is higher.

• It is generally recommended to make the resolution only as high as necessary.
• More pixels need usually more processing power/time.
• The effective pixel size goes along with inherent ability to collect more elec-

trons, which is a prerequisite, together with low noise electronics, for good
dynamic range, and high sensitivity.

6.2.4.2 Resolution and Video Standards
Class follows the nomenclature in the PC industry:

VGA resolution is standard and similar to EIA (RS170) TV video standard used
in USA and Japan. SVGA resolution is similar to PAL (CCIR) standard used in
Europe and many parts in the world. The higher resolution PC standards have no
analog in TV standards and can be used further with varying frame frequencies.
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The next image lists most of the existing abbreviations and resolutions
(Table 6.5).

On the other hand, there are sensors available which differ from this list or
extend it.

6.2.4.3 Sensor Sizes and Dimensions
Sensor sizes are given mostly in fractions of inches but also in millimeters.

However that the dimension in millimeter is smaller than in inches is confusing
This is (another) historic relict of the image tube days.
A tube with a diameter of half an inch, which is ∼12 mm, had a usable image

area of 6.4 mm× 6.8 mm, which gives a diameter of 8 mm.
Dimensions of some other common imager sizes are shown in the images in

(Figure 6.30).
Aspect ratio is usually 4× 3 (H ×V ); other areas of interest can be created by

windowing techniques in the camera, assuming the sensor supporting it, other-
wise in the system.

6.3 Block Diagrams and Their Description

There is presumably no single camera for all conceivable applications, but there
are (usually confusingly many) choices of different camera types and technolo-
gies.

Consequently, the intention of this chapter is to help the reader to choose a
camera, which has the ideal performance and price match for the intended appli-
cation.

Apart from the sensor, various types of cameras differ in the way they process
and output the image data from the sensor.

Three groups of cameras were created and reference candidates for every group
were chosen:

• Progressive scan analog image processing with analog output, mostly with
black and white cameras
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Figure 6.30 Sensor sizes.
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– SONY XC-HR57/58
• Digital image processing with analog output, mostly with color cameras

– SONY Color Camera building blocks
• Digital image processing with digital output (b/w and color)

– Digital output to be RS422
– USB 2.0
– Camera link
– Gigabit Ethernet (GigE Vision compliant)
– USB 3.0 (USB3 Vision compliant).

Based on the data from the sensor to the output, specific blocks are needed and
described in more detail in the paragraphs to follow.

The block diagrams illustrate the data paths.

6.3.1 Block Diagram of SONY Progressive Scan Analog Camera

See Figure 6.31.

6.3.1.1 CCD Read Out Clocks
This camera uses a progressive scan b/w CCD-sensor, which means that all lines
are output consecutively in one image. (This is in contrast to the so-called inter-
laced scan sensors where odd and even lines are output in subsequent half images
(fields) and interleaved with the help of the idleness of the eye or knitting facilities
in the frame grabber.)

The following image with information from the SONY sensor’s data sheet gives
an overview (Figure 6.32).

There are separate drivers for the horizontal (HΦ1, HΦ2, and ΦRG) and vertical
clocks (VΦ1, VΦ2, and VΦ3) needed to drive a CCD sensor.

The charge from all pixels is shifted with the SG-pulse (a special condition of the
V-pulses) into the vertical shift register (which terminates the shutter/exposure
and thus separates the images).

The SG pulse occurs at a defined line count within the vertical interval but is
a very short signal. After the shifting a new image exposure could immediately
begin, which makes the pipelining nature a basic feature of an interline CCD.
The actual exposure begin is controlled with the ΦSUB pulse, which acts as a
(asynchronous) reset.

With the help of three different phased clocks, the charge is “jostled” to the
horizontal shift register, which effectively holds one complete line of pixels.

This line of pixels is then moved with pixel clock frequency to the output ampli-
fier, which is reset after every pixel.

The complete timing is controlled by an ASIC (application specific integrated
circuit), called adequately timing generator.

6.3.1.2 CCD BinningMode
The example camera supports vertical binning, which is done by reading out the
sensor in a special shifting mode.

While the normal image readout is a sequence of

V-Shift → H-Shift → V-Shift,
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Figure 6.32 SONY ICX415AL sensor structural overview.

Figure 6.33 Vertical binning.

Vertical binning can be made by

V-Shift → V-Shift → H-Shift sequence.

This adds the charge of two vertically adjacent pixels together in the horizontal
register, creating a vertical binning effect.

Vertical binning increases the light sensitivity of the camera by a factor of 2.
At the same time, this normally improves signal to noise ratio by about 3 dB
(Figure 6.33).

This almost doubles the vertical frequency but also changes the image ratio.
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Vertically shifting out more than one line and finally dumping that charge away
can also be used for windowing (area of interest) functionality.

Dumping is also faster, so that the frame frequency goes up as a side effect.
The data sheets of the individual cameras tell, how fast exactly for what model

and what mode.

6.3.1.3 Spectral Sensitivity
The spectral sensitivity of this camera is given by the following screenshot, taken
from the camera’s manual. It also illustrates that there is considerable sensitivity
in the IR spectrum, as well as in the UV.

In combination with the lens it can be necessary to block the IR spectrum with
an IR-Cut filter so that it does not reach the sensor when the application works
with the visible spectrum or to block the visible spectrum when the application
works in the IR spectrum.

Although this reduces overall sensitivity it can, depending on the lens, con-
tribute to contrast and sharpness in the image just because some lenses may need
different focal adjustments for the two spectra.

Using the UV spectrum requires special (and rather expensive) UV lenses,
made of quartz glass and is nevertheless limited by the cover glass of the sensor,
which would have to be removed with extraordinary diligence (Figure 6.34).

It should be noted that generally the signal of a CCD-imager is an analog signal
in terms of levels; it is discrete only in terms of spatial quantization in the form
of pixels.

6.3.1.4 Analog Signal Processing
The CDS (Correlated Double Sampling) block is an important block in all CCD
(and CMOS as well!) cameras and is used for the elimination of certain noise
components. Description (by Analog Devices) gives a substantial explanation as
shown in the picture in Figure 6.35.

By taking two different samples in time of the CCD signal, one at the reset
level and one at the signal level and subtracting them, any noise source that is
correlated to the two samples will be removed.
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Figure 6.35 CDS processing (Analog Devices).

A slowly varying noise source that is not correlated will be reduced in magni-
tude. Noise introduced in the output stage of the CCD consists primarily of kT/C
noise from the charge-sensing node, and 1/f and white noise from the output
amplifier.

The kT/C noise from the reset switch’s ON-resistance is sampled on the Sense
node, where it remains until the next pixel. It will be present during both the ref-
erence and data levels, so it is correlated within 1 pixel period and will be removed
by the CDS.

The CDS will also attenuate the 1/f noise from the output amplifier, because
the frequency response of the CDS falls off with decreasing frequency.
Low-frequency noise introduced prior to the CDS from power supplies and by
temperature drifts will also be attenuated by the CDS. However, wideband noise
introduced by the CCD will not be reduced by the CDS.

Further analog signal processing comprises low pass filtering, eliminating the
pixel clock, manual and or automatic gain/shutter, and optional gamma enhance-
ment, to accommodate the nonlinear display curve of some displays all of which
are carried out in one single IC, significantly called the signal processor.

The video signal is then completed by the sync impulses and fed to a 75-Ω line
driver, so that effectively one single wire carries all the information needed for
(continuous) display of video.

Fed from external single 12 V DC, a low-noise DC–DC converter is used to
generate the three different voltages, which are needed in this camera to drive
the CCD and the glue logic.
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Figure 6.36 Photo of extremely
small SONY XC-ES50 camera.

Depending on the sensor, up to seven different voltages need to be generated
in some CCD-cameras, making the power supply quite complex and power con-
sumption an issue.

6.3.1.5 Camera and Frame Grabber
For more advanced modes, like external trigger or multicamera modes, additional
signal exchange with the frame grabber comes into play:

Most machine vision cameras offer two different modes for the adaptation to
frame grabbers. The camera can run as a master supplying video and synchro-
nization signals via the standardized 12-pin HiRose connector so that the frame
grabber is the slave having to synchronize with its PLL (phase locked loop) to the
horizontal and vertical timing of the camera.

Alternatively, the frame grabber is the master synchronizing the camera.
The latter is easier when you have more cameras connected which all act as

slaves synchronized to the frame grabber.
The camera’s timing generator needs to adapt this situation by either inputting

or outputting synchronization signals HD (horizontal drive) and VD (vertical
drive).

When the camera is master and runs in, for example, external trigger shutter
mode, it signalizes with the so-called WEN impulse when a valid image is output.
This is important for the frame grabber, to grab the right image (e.g., correspond-
ing to a flash).

Because of the complexity of certain modes, make sure that the frame grab-
ber supports the camera in the desired mode and have a look into the technical
manual to reassure yourself.

Due to the high component integration, it is currently possible to build these
cameras in very miniaturized dimensions, for example, in a square of only
29 mm× 29 mm× 32 mm (exclusive C-Mount and lens). An example is the
interlaced camera SONY XC-ES50 (Figure 6.36).

6.3.2 Block Diagram of Color Camera with Digital Image Processing

The block diagram of a highly integrated solution of SONY, comprising of only
three chips for a one-chip (interlaced) color camera shows the hybrid nature of
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most color cameras nowadays: Image processing is done after analog to digital
conversion in sophisticated video-DSP, outputting either analog reconstructed
video or digital signals directly for flexible connectivity to displays or computers
(Figure 6.37).

6.3.2.1 BayerTM Complementary Color Filter Array
To start with the color sensor, it needs to be mentioned that most one-chip color
sensors (be it CCD and CMOS) use the concept proposed by Bryce E. Bayer of
KODAK, who got a patent 40 years ago on the idea of placing selectively trans-
missive filters on top of the pixels of a b/w sensor, such that each filter occurs
regularly and repeatedly.

This is called the BAYERTM pattern.
Interlaced color sensors mostly use complementary color filters cyan (Cy), yel-

low (Ye), magenta (Mg), and green (G), instead of the primary color filters (red,
green, blue). It is also important that the order of Mg and G is altered for every
second line (Figure 6.38).

6.3.2.2 Complementary Color Filters Spectral Sensitivity
The main advantage of using complementary color filters is that this enhances the
sensitivity compared to using primary color (RGB) filters. The following screen-
shot is of a typical interlaced color sensor (ICX418Q) from SONY.

It shows the transmission curves of the four color filters (yellow, cyan,
magenta, and green) relative to the visible spectrum of the human eye, which
ranges roughly from 400 to 700 nm.

It can be seen that especially yellow and magenta is transmissive over almost
half of the visible spectrum, so that lesser energy is filtered out than with RGB
primary color filter, where roughly 2/3 of the energy is filtered out per primary
color.

As magenta is not a spectral color (but a mixture of red and blue) the curve
shows two maxima (Figure 6.39).

The fourth color green is beneficial for color resolution and gamut.

6.3.2.3 Generation of Color Signals
The output signal Luminance (Y) and the two chrominance (C) signals (R–Y) and
(B–Y) can be generated relatively easy by vertically averaging the charges of two
adjacent lines in the analog domain (by field readout of the CCD).

It is now important that due to the changed ordering of Mg and G in every
second line, the vertical averaging of the first two adjacent lines gives:

(Cy + Mg) and (Ye + G),
and the second two lines give:

(Cy + G) and (Ye + Mg)
As an approximation by SONY, the Y signal is created by adding horizontally

adjacent pixels, and the chroma signal is generated by subtracting these adjacent
pixel signals.

Y = 1∕2 ∗ (2B + 3G + 2R) = 1∕2 ∗ ((G + Cy) + (Mg + Ye));



CCD
image
sensor

CDS/AGC

CXA2006Q

A/D 1HDL

1HDL +

AE/AWB integral

SSG Micro-
controller

Serial
interface

C
process

Y
process

CXD2163BR

CXD2480R

TG/V-driver

D/A

D/A

8

Cout

D-Cout

D-Yout

Yout

8

EVR EEPROM

PC

Figure 6.37 Block diagram of a SONY color camera.



6.3 Block Diagrams and Their Description 353

8

V
D

D

G
N

D

ϕS
U

B

ϕR
G

H
ϕ1

H
ϕ2V
L

V
O

U
T

G
N

D

N
C V
ϕ2

V
ϕ3

V
ϕ4

V
ϕ1

9 10 11 12

Horizontal register

Cy Ye

Ye

Ye

Ye

Ye

Ye

Ye

Ye

Mg

Mg

Mg

Mg

Mg

Mg

Mg

Mg

Cy

G

G

G

G

G

G

G

G

Cy

Cy

Cy

Cy

Cy

Cy

13 14

7 6 5 4 3 2 1

Figure 6.38 Architecture of SONY CCD complementary color sensor.

1.0

0.8

Cy

G

Mg

Ye

0.6

0.4

0.2

R
el

at
iv

e 
re

sp
on

se

0
400 450 500 550

Wave length (nm)
600 650 700

Figure 6.39 SONY ICX254AK spectral sensitivity (according to datasheet of SONY
semiconductor corporation) for CyYeMgG complementary color filter array.



354 6 Camera Systems in Machine Vision

with (R + G) = Ye; (R + B) = Mg; (G + B) = Cy

R − Y = (2R − G) = ((Mg + Ye) − (G + Cy))

is used for the second chroma (color difference ) signal.
For the first line pair, the Y signal is formed from these signals as

follows:

Y = 1∕2 ∗ ((G + Ye) + (Mg + Cy)) = 1∕2 ∗ (2B + 3G + 2R)

This is balanced since it is formed in the same way as for the first line pair.
Similarly, the first chroma (color difference) signal is approximated as follows:

− (B − Y) = −(2B − G) = (G + Ye) − (Mg + Cy)

In other words, the two chroma signals can be alternately retrieved from the
sequence of lines from R−Y and −(B−Y).

This is also true for the second field.
Complementary filtering is thus a way to achieve higher sensitivity at a slight

expense of color resolution.
Keeping luminance (Y) and color information separate, as this example shows,

is beneficial for the video quality because cross-color and cross-luminance effects
(→ the colored stripes in some patterned jacket of some news anchorman) are
greatly reduced.

This is of even bigger importance, because the chipset can do extensive hor-
izontal and vertical aperture correction for detail enhancement, as seen in the
block diagram by the integrated two video delay lines.

The image is output, either analog or digital, again demonstrating the hybrid
nature of this architecture.

With the capability of internal and external synchronization, this architecture
is well suitable for many applications not only in surveillance but also in machine
vision.

External asynchronous image triggering is though not possible, indicating the
need for more flexible camera architecture for the challenging machine vision
applications.

6.4 mvBlueCOUGAR-X Line of Cameras

The block diagrams of the mvBlueCOUGAR cameras are examples of digital cam-
eras with Gigabit Ethernet interface with the following design goals:

• Modular concept regarding the sensors, both CCD and CMOS, so that a family
of products can be built

• Flexible hardware concept by the use of a combination of powerful
FPGA-based microprocessor and FPGA (field programmable gate array)

• Smart real-time image preprocessing functions
• Buying out functionality of the frame grabber, which becomes obsolete by the

GigE Vision (GenICam) interface
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• Variable IO interface with or without POE (Power over Ethernet)
– High power outputs (24 V@700 mA)
– Standard HiroseTM and RJ-45 or Industrial M12 connectors

• Best possible image quality
• Best value for money.

Going through the building blocks, we learn how the design goals were
finally met.

We start with the sensor as the most important part, floating down with the
data toward the output.

6.4.1 Black andWhite Digital CameramvBlueCOUGAR-X Camera Series

Figure 6.40.

6.4.1.1 Gray Level Sensor and Processing
Gray cameras are equipped with monochrome CCD or CMOS sensors. Typical
spectral sensitivity is shown below for, for example, SONY ICX415 (Figure 6.41).

Overlaid in red is the spectrum of the IR-Cutfilter with an edge frequency of
645 nm.

The contrary DL-Cutfilter with an edge frequency of 730 nm is drawn in blue.
Both b/w as well as color camera are usually equipped with an IR cut filter in

order to keep unwanted IR energy from hitting the sensor.
Specific applications may require another spectral characteristic, for example,

with less steeper curves, lower transmission loss in the passing region and/or
shifted to longer wavelength.

Ext. sensor clock

LVDS_CLK

LVDS Mux

LVDS

Parallel data

Int. sensor clock
Sensor controller

Video memory
64 MB

Frame buffer FFC Frame average

Microsequencer
aka GigE packer

Resend buffer

Ethernet clock
(75 MHz)

SM1
Ctrl
CCD

Timing
CMOS

A
na

lo
g-

di
gi

ta
l

co
nv

er
si

on
G

ai
n/

of
fs

et
(a

na
lo

g)
 a

nd
 C

D
S

SM2

CRAM

Stream
controller

Timestamp/BlockID

Nios/resend
memory 32 MB

S
ta

tis
tic

s

G
ig

E
-F

or
m

at
te

r

A
dj

us
t. 

br
ak

e

RAM

M
ux

 &
 E

th
er

ne
t

B
in

ni
ng

G
ai

n/
of

fs
ed

 (
di

g-
)

LU
T

Streaming clock

Sensor-
board

S
en

so
r

(1
0 

bi
t →

 1
0 

bi
t)

Figure 6.40 Block diagram b/w camera.



356 6 Camera Systems in Machine Vision

1.0

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0
400 500 600 700

Wave length (nm)

R
el

at
iv

e 
re

sp
on

se

800 900 1000

Filter IR-cut
Filter DL-cut

Figure 6.41 Spectral sensitivity of mvBlueCOUGAR-X120DG without cut filter and optics.

LVDS_CLK

LVDS Mux

LVDS

Parallel data

Int. sensor clock
Sensor controller

Video memory
64 MB

Frame buffer Frame average

Microsequencer
aka GigE packer

RAW/RGB switch

Resend buffer

Ethernet clock
(75 MHz)

SM1
Ctrl
CCD

Timing
CMOS

SM2

CRAM

Stream
controller

Timestamp/BlockID

Nios/resend
memory 32 MB

S
ta

tis
tic

s
D

eb
ay

er

C
ol

or
 T

w
is

t

LU
T

C
C

M

G
ig

E
-F

or
m

at
er

(L
um

in
an

ce
)

A
dj

us
t. 

br
ak

e

RAM

M
ux

 &
 e

th
er

ne
t

H
-B

in
ni

ng

G
ai

n/
of

fs
ed

 (
di

g.
)

W
hi

te
 b

al
an

ce
(R

ed
, B

lu
e;

(G
re

en
=

re
fe

re
nc

e)

LU
T

(R
ed

, G
re

en
, B

lu
e)

Streaming clock
(70 MHz)

Sensor-
board

A
na

lo
g-

di
gi

ta
l

co
nv

er
si

on
G

ai
n/

of
fs

et
(a

na
lo

g)
 a

nd
 C

D
S

S
en

so
r

FFC

Figure 6.42 Block diagram color camera.

6.4.2 Color CameramvBlueCOUGAR-X Family

See Figure 6.42.

6.4.2.1 Analog Processing
The signal from the CCD sensor first must be processed in the analog domain,
before it gets converted to digital numbers. Processing is slightly different for b/w
and one-chip-color sensors.
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6.4.2.2 Analog Front End (AFE)
CCD sensors output analog signals pixel per pixel. The AFE subsumes the ana-
log circuitry with optional color preprocessing and high qualitative digitizing,
including analog/digital black level clamping in one chip.

Next to the sensor the AFE is crucial for the performance of a digital camera.
Analog Devices manufactures them in a broad range, ideally suited for this task.
CMOS sensors usually have a higher integration level and have this function-

ality built in the sensor itself, making an external AFE obsolete.
The diagram illustrated in Figure 6.43 is taken from the datasheet of such an

AFE and illustrates the details.
The analog signal, coming in pulse amplitude modulation from the sensor is in

the form of the BAYERTM color pattern sequence in the case of color. It is initially
clamped to restore a DC level to fit for the analog circuits, processed in the already
discussed CDS before further amplification and digitization.

An example of a real signal from a CCD sensor, clocked at 24 MHz, is shown
in Figure 6.44.

V out is the output of CCD video, HL is the pixel clock. RG is the pixel reset
signal.

Actual AFEs have detailed possibility to shift and adjust relative signal posi-
tions.

SHD (Data) and SHP (Reference) illustrate the sample positions for the CDS
stage.

6.4.2.3 A/D Conversion
As mentioned earlier, the A/D conversion is another crucial part of the AFE.

Selection criteria are as follows:
• Bit depth: 8, 10, 12–14 bit
• High dynamic and accuracy, no missing codes
• Low noise
• Good linearity (differential (DNL) and incremental (INL))
• High pixel clock frequency, suitable for the sensor’s speed
• Low power consumption
• Small physical size.

Clearly, the AFE must not limit the performance of the sensor. This forces the
pixel clock to match at least that of the sensor.

This calls for up to 66 MHz for certain cameras.
We then have to guarantee that the potential dynamic of the sensor is not

sacrificed by insufficient bit depth, which in turn calls quickly for up to 14 bits,
knowing that some digital calculations (e.g., shading correction) will have to mul-
tiply the digital signal by, for example, a factor of 2 thus leading to missing codes,
when there is no reserve in bit depth.

Finally, the AFE must not add noise to the sensor’s signal. A SNR (signal to noise
ratio) of at least 72 dB is required for this.

Low power consumption and a small physical size are required to build a small
footprint camera, which stays cool so that it has a long lifetime.

It is a generally accepted fact in electronics that the average lifetime drops by
50% for a temperature rise of 10∘.
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Figure 6.44 CCD signal entering CDS stage.

6.4.2.4 One-Chip Color Processing
To start with color processing, it needs to be again mentioned that most one-chip
color sensors (be it CCD and CMOS) use the concept proposed by Bryce E. Bayer
of KODAK, who got a patent 40 years ago for his idea of placing selectively trans-
missive filters on top of the pixels of a b/w sensor, such that each filter occurs
repeatedly with the luminance (greenish) filter dominating. This is called the
BAYER pattern. Here we use the variant, which uses the so-called primary colors,
Red, Green, and Blue, according to the Tristimulus theory of Color Perception,
shown below. We notice that the structure follows insights into the physiology
of the eye that it is advantageous for a good image reconstruction to have higher
luminance than chrominance resolution. So, the green filter dominates because
it dominates in luminance (Y) as stated in the known formula for Y (Figure 6.45):

Y = 0.3 • R + 0.59 • G + 0.11 • B

The following screenshot shows the spectral sensitivity of a sensor with primary
color filter array, such as used in the mvBlueCOUGAR-120aC (Figure 6.46).

It can be seen that each of the three primary color filter filters out almost 2/3
of the visible spectrum per color, resulting in lower sensitivity of a color camera
compared to that of b/w for the same light exposure.

The fact that probably not all colors are (correctly) displayed due to RGB fil-
ter maxima different to those of the eye or the display calls for additional color
correction matrices, is one of the smart functionalities of the MATRIX VISION
camera family.

MATRIX VISION cameras use bilinear color interpolation, which is explained
later in this chapter.
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6.4.2.5 Inputting Time Stamp Data into Data Stream
As an important step for an industrial camera, a camera-generated time stamp
with microseconds precision and a block_ID number is added to the image for
identification purposes.

It should be noted that it is part of the GigE Vision standard development to
have this time stamp synchronized with real world clock and to keep it automat-
ically synchronized by means of the IEEE 1588 network standards.

This enables applications like multicamera synchronization or “scheduled
action commands” modes (command (all) camera(s) to trigger at a defined
moment in future time) without external hardware trigger wiring.

6.4.2.6 Statistics Engine for White Balance and Auto Features
Next to sensor data output follows the statistics engine as part of the FPGA. It
generates histogram data of RGB values over the whole image or selectable parts
of it.

Based on the assumption that “the world is gray” the camera can selectively
amplify Red and Blue channels with full 12–14 bit depth digitally for an automatic
or one push white balance in the camera until the mean histogram values are
equal.

This avoids possible missing codes that can occur if you do this on the host at
transmission bit depth (say 8 bit only).

This algorithm holds well for most scenery, and fails only when there is only
one color in the scene, because this color will desaturate.

This is demonstrated in the two pictures in Figure 6.47.
The histogram is created over the full AOI and shows mean values R/G/B of

100/98/102.
The same scene with a histogram over the upper three colored rows shows very

similar mean values in R/G/B of 97/94/96 (Figure 6.48).
The same histogram can also be used for auto exposure and auto gain algo-

rithms.
Optionally the area where the histogram is computed can be user selected, so

that one can exclude, for example, the upper area from being taken into account
for AEC and AGC (e.g., exclude sky in image).

6.4.2.7 ImageMemory
Normally, images are captured and transported in consecutively pipelined steps.
The image is exposed, read out from the sensor, digitized, and sent over the inter-
face in packets, depending on the interface.

Because many modern interfaces (such as Gigabit Ethernet or USB) do not have
guaranteed bandwidth (as was the case with ISO transmission in FireWire) an
image buffer in a camera is almost mandatory.

For example, with GigE Vision, one piece of an image is the so-called
MTU (maximum transmission unit) in bytes, which is by default 1500 to say
9000 bytes/frame (aka jumbo packets).

So, assume that the network is temporarily not available: Usually, it is hard
to impossible to hold the sensor readout and continue some time later without
image degradation or corruption.



362 6 Camera Systems in Machine Vision

Figure 6.47 Histogram of Gretag MC-Beth color chart with full AOI.

Normally, this image needs to be thrown away, which is a severe problem in
most machine vision applications.

The memory is arranged in a FIFO (First in First out) manner. This makes
addressing for individual images unnecessary.

Nowadays, memory in a camera can be of size of several Megabytes
(64–256 MB at MV) and can probably perform faster than the interface. If, on
the other hand, the sensor can also readout faster this enables

• high speed burst mode buffer functionality;
• short time slow motion recording;
• record mode with pretrigger functionality.

It is very important to state that this memory must not introduce general
latency time in the transmission path, which means that by design it is usually
bypassed in normal mode.

6.4.2.8 Lookup Table (LUT) and Gamma Function
MATRIX VISION cameras provide the functionality of user-defined lookup table
(LUT). The use of this LUT allows any function (in the form Output= F (Input))
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Figure 6.48 Histogram of Gretag MC-Beth color chart with reduced AOI.

to be stored in the camera’s RAM and to apply it on the individual pixels of an
image at run-time.

Think of a RAM-LUT in the following way: The address lines of the RAM are
connected to the incoming digital data, these in turn point to the values of func-
tions which are calculated offline, for example, with the wizard or a spreadsheet
program. This function needs to be loaded into the camera’s RAM before use.

One example of using a LUT is the flexible Gamma LUT:
Y = (1 + 𝛾𝛼) ∗ X ̂(1∕𝛾) − 𝛾𝛼

Gamma signal enhancement is known as compensation for the nonlinear
brightness response of many displays, for example, CRT or TFT monitors. The
lookup table converts the 10 or 12 most significant bits (MSBs) from the digitizer
to 9 or 10 bits.

It can equally be used as a dynamic compression tool to compress the say 12 bit
sensor data into 8 bit for transmission.

The advantage of having a LUT in the camera lies in the fact that preprocessing
is possible at higher bit depth, having less missing codes in the transmission path.

MATRIX VISION’s viewer PropView offers a Wizard for convenient LUT def-
inition, which supports the basic GigE Vision structure of an array of indexed
value (Figure 6.49).



364 6 Camera Systems in Machine Vision

Figure 6.49 Programmable
LUT: Gamma.

Figure 6.50 LUT Wizard.

The wizard window is shown in the screenshot in Figure 6.50.
It can be seen that this flexible tool allows

• free selection of gamma;
• free selection of a linear starting function to reduce dark noise;
• gamma alpha: Individual offset before Gamma function starts.

But even more specific contrast variations, such as

• Threshold (binarization): Y = 0 (x<A); 1023,
• Windowing: Y = 1023 (A<X <B); 0,
• Inversion: Y = 1023−X,
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• Negative offset: Y =X −Offset,
• Digital gain: Y =X(X < 1024); 1023,

are very simple to generate offline with the help of import and export functions.

6.4.2.9 Shading Correction
Shading correction is used to compensate for nonhomogeneities caused by light-
ing or optical characteristics within specified ranges.

To correct an image, a multiplier is calculated between 0 and 8 for each pixel,
this allows for shading to be compensated.

All this processing is done in real-time in the FPGA at full bit depth of the
camera and is thus another example of a “smart feature.”

The camera allows correction data to be generated automatically in the camera
itself.

Upon generation of the shading image in the camera, it can be stored in the
camera or uploaded to the host computer for nonvolatile storage purposes.

The process of automatic generation of correction data is described in
Figure 6.51.

On the image above you see the source image of a background with nonuniform
illumination.

By defocusing the lens, high-frequency image data is to be removed from the
source image, and is not to be included in the shading image.

After the start of automatic generation, the camera pulls in a configurable num-
ber of frames. The mean value for the image is calculated followed by the correc-
tion image with the corresponding multiplication factors to bring each pixel to
this mean value.

After the lens has been focused again the image below is generated, now with
a uniform gradient (Figure 6.52).

Figure 6.51 Shading correction: Source: image with nonuniform illumination – horizontal/
vertical line profile.
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Figure 6.52 Example of shaded image.
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Figure 6.53 Running image average.

6.4.2.10 Reducing Noise by Adaptive Recursive Frame Averaging
Another quite impressive example for FPGA-based preprocessing is frame aver-
aging.

It is instantly clear that averaging of images in the camera is possible if the cam-
era is equipped with flexible and fast memory. Averaging only two images already
improves the SNR by 3 dB assuming that the dominating source of noise is ran-
dom noise such as photon shot noise, dark noise of sensor, or digitization noise
of ADC. On the other hand, simple averaging will introduce motion artifacts.

The following known principle of an adaptive noise reduction is implemented
in the FPGA of several MATRIX VISION cameras (Figure 6.53).

Consider that pixel for pixel the deviation in gray level of signal in versus signal
from frame memory is calculated. The incoming signal and the averaged signal
are added in an inverse proportional way illustrated by two potentiometers. (The
more incoming signal the less averaged signal.)

This characteristic is controlled by a slope parameter so that, for example, 10%
difference in pixel value leads to say 95% signal in and 5% of averaged signal. With
this parameter one can control noise reduction at the expense of motion artifacts.
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Figure 6.54 Bayer demosaicing using bilinear interpolation. Bilinear interpolation

G1 R2 G3 R4 G5

B6 G7 B8 G9 B10
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B16 G17 B18 G19 B20

G21 R22 G23 R24 G25

6.4.2.11 Color Interpolation
As already mentioned the color sensors capture the color information via
so-called primary color (R-G-B) filters placed over the individual pixels in
a “BAYER mosaic” layout. An effective Bayer→RGB color interpolation is
implemented in many MV color cameras.

Color processing can be switched on or bypassed by using the appropriate pixel
format.

• RAW-mode is primarily used to
– save bandwidths on the bus;
– achieve higher frame rates;
– use different BAYER demosaicing algorithms on the PC.

• Camera based color processing is primarily used
– to reduce CPU load on the host while preserving best image preprocessing

quality;
– reduce image latency.

The purpose of the color interpolation is the generation of one red, green, and
blue value for each pixel.

The MATRIX VISION cameras use a modified bilinear interpolation as
described below (Figure 6.54).

Consider generation of green pixel at position G7:

G7 new = 0.5 ∗ G7 + 0.5 ∗ (G1 + G3 + G11 + G13)∕4

This compensates for slightly different green filters that can sometimes occur
in the red blue rows, whereas G8= (G3+G7+G9+G13)/4.

Interpolation of red and blue pixels at a green pixel position use:

B7 = (B6 + B8)∕2; R7 = (R2 + R12)∕2

Interpolation of red and blue pixels at a blue/red pixel position use:

R8 = (R2 + R4 + R12 + R14)∕4; B12 = (B6 + B8 + B16 + B18)∕4

Advantage of bilinear demosaicing is less false colors at contours at a slight
expense of sharpness.

Bayer demosaicing inherently introduces color alias effects at horizontal
and vertical borders, which cannot be completely suppressed. There are many
algorithms known with different complexities, some clearly overriding FPGA
resources.
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Figure 6.55 Color alias due to Bayer demosaicing: (a) Bilinear and (b) adaptive edge sensing.

The photos below show alias occurring at a three pixel wide contour
(Figure 6.55).

With adaptive (edge interpreting) techniques in the host PC, it is possible to
achieve almost perfect contours while using RAW image from the camera at the
expense of CPU load and latency.

6.4.2.12 Color Correction
So far we have described the spectral sensitivity of image sensors, which are used
in our cameras. Now we discuss the optimization in order to adapt them to the
human eye and the different displays.

The next image is a superposition of a sensor characteristic (dotted) and the two
degree human eyes cone spectral sensitivity as published here: http://cvrl.ucl.ac.
uk/cones.htm (Figure 6.56).
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Figure 6.56 Spectral sensitivity of image sensor and human cone sensitivity overlaid.
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Figure 6.57 Example matrix for a
specific SONY color CCD. =

X
Y
Z

*
0,65724
0,23601
0,07757

0,26420
0,92376

–0,31273

0,07857 R
G
B

–0,15977
1,23516

It can be seen that the maxima differ mainly at red and blue in frequency.
With matrix multiplication it is possible to improve this behavior considerably.
Sensor specific coefficients Cxy are scientifically generated to ensure that Gre-

tagMacbethTM ColorChecker® – colors are displayed with highest color fidelity
and color balance while preserving the white point (WPPLS matrix). The matrix
above shifts and adjusts both red and blue sensor maximum to match the human
cone as closest as possible (Figure 6.57).

We still have to solve the display part of the improvement.
We have to take into account that displays today differ quite largely in their

color gamut, which is the amount of colors and brightness they can display.
This is shown in the graphic in Figure 6.58.
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Figure 6.58 Color gamut of different display technologies. (https://en.wikipedia.org/wiki/
SRGB#/media/File:CIE1931xy_gamut_comparison.svg. Used under CC BY-SA 3.0 https://
creativecommons.org/licenses/by-sa/3.0/.)
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(a) (b)

Figure 6.59 (a) Selection of display and (b) resulting matrix.

Figure 6.60 Image with CCM: deltaE visualized.

Using MV’s viewer PropView or image acquisition frame work called ImpactAc-
quire it is possible to conveniently combine these matrix multiplications by select-
ing the desired display gamut as shown in Figure 6.59.

As a result, this procedure lowers the deltaE (difference of displayed color vs
correct color) color error by roughly a factor of 2 and results in very low color
errors as displayed in the image in Figure 6.60.

6.4.2.13 RGB→YUV Conversion
The conversion from RGB to YUV is made using the following formulae:

Y = 0.299 • R + 0.587 • G + 0.114 • B
U = (−0.147 • R − 0.289 • G + 0.436 • B) + 128
V = (0.615 • R − 0.515 • G − 0.100 • B) + 128
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Color space YUV is helpful to reduce bandwidth in transmission and for cer-
tain color-based inspection tasks, where luminance and color signals have to be
independent of each other.

Please note: The term YUV color space is typically an incorrect usage of the
Y’CbCr color space. (Legacy from IIDC standard.) Signal range is full scale
(0–255).

6.4.3 Controlling Image Capture

The cameras support the Exposure modes specified in GigE Visions and GenI-
Cam’s standard feature naming convention (SFNC) specification. For models
with a global shutter, all pixels are exposed to the light at the same moment and
for the same time span.

These exposure modes are mostly as follows:

• Timed (sets exposure time by register value) and
• Trigger width (sets exposure time by the time the trigger signal is high or low,

depending on trigger selector).

In continuous modes, the exposure begins timely before the image is latched
and read out, thus acting in a frame-synchronous way.

Combined with an external trigger or a software trigger event, it becomes
asynchronous in the sense that individual images are exposed and recorded
only whenever this trigger event or edge or level occurs. This ensures that even
fast moving objects can be grabbed at the same position in the image and with
minimal image blur.

Latency and jitter and complexity depend highly on the method of triggering.

• A hardware trigger is the most precise, but it requires feeding the trigger signal
to a pin of the HiRose connector and configuring of this input accordingly.
Latency and jitter is in the range of a few microseconds, depending on input
circuitry and the time it takes to reset the sensor for the new image only.

• A software command from the application does not require any wiring but has
the largest latency and jitter due to application latency and jitter (operating
system and load dependant) and the individual command decoding time in
the camera. Generally, as a rule of thumb, it can be in the range of several
milliseconds and may differ among the connected cameras.

• Using the so-called software action command, latency, and jitter can be low-
ered and made the same for all cameras connected due to broadcast nature of
the command and a more efficient decoding of the command in the camera.
Latency and jitter can thus be brought much closer to the hardware figures.

6.4.4 Acquisition and Trigger Modes

A basic external trigger scenario is shown now:

• The camera waits for a rising edge at line4, which is the first input (blue).
• It holds the shutter (exposure) open as long as the external signal is high (trigger

width) (drawn in red).
• The start of exposure is delayed by 500 μs.
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Figure 6.61 Hardware trigger mode of FrameStart and Exposure Mode TriggerWidth with
Trigger Delay.

This way one external signal can be used to trigger a camera and control its
exposure, just as with analog industrial cameras (Figure 6.61).

As mentioned already the source of an image trigger can be a variety of hard-
ware sources, internally generated signals, or software signals including action
commands.

Having this flexibility customers can

• connect cameras directly with rotary encoders;
• generate pulses with the help of timers and counters;
• generate sequences of different exposure times (see also sequencer mode)

which are exactly changing from trigger to trigger;
• directly drive high power flashing LEDs (Figure 6.62).

Figure 6.62 Trigger source selection overview.
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The following shows a more trigger complicated FrameBurstStart scenario:

• The camera waits for one rising edge at line4, which is the first input.
• It then starts precisely and records and outputs five images each exposed by

1000 μs. The images are set to be grabbed with a frequency of 40 fps.
• Alternatively, certain high speed camera models can record an amount of

images at maximum sensor frequency into its internal buffer regardless of
transmission limits (Burst mode buffer). This allows slow motion image
sequence generation (Figures 6.63 and 6.64).

Figure 6.63 Setting up a frame burst of 5 images from one external trigger.

Figure 6.64 Frame burst trigger mode.
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6.4.4.1 Sequencer
The purpose of a sequencer is to allow the user of a camera to define a series of
feature sets for image acquisition, which can consecutively be activated during
the acquisition by the camera.

For example, change exposure time or other image-related parameters in a
defined and strict sequence from image to image.

Although there is a concept of event messages sent by the camera to notify a
host of internal state changes in the camera (such as exposure ended…) changing
image-related properties can perform either slowly or is complicated to impossi-
ble when trying to do this timely from a usually non-real-time host program.

Accordingly, the proposed sequence is configured by a list of parameter sets.
Each of these sequencer sets contains the settings for a number of camera fea-

tures. Similar to user sets, the actual settings of the camera are overwritten when
one of these sequencer sets is loaded. The order in which the features are applied
to the camera depends on the design of the vendor. It is recommended to apply
all the image related settings to the camera offline, before the first frame of this
sequence is captured.

The next screenshot shows a simple example.
The camera is triggered externally and a sequence of three different exposure

times (1000, 10 000, and 20 000 μs) was created before. The camera now toggles,
regardless of the trigger frequency, between these three exposures automatically
with no commands needed from the host side (Figure 6.65).

Figure 6.65 Sequence with three different exposure times.
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Application scenarios for different exposure times are in surveillance to further
increase dynamic range or the creation of HDR images.

6.4.4.2 Latency and Jitter Aspects
The following section describes the time response of the camera using a single
frame (One Shot) command.

In the case of a hardware trigger, the One Shot command decoding is skipped
so that the camera reacts almost immediately to the trigger edge.

Latency can be separated into:

• Hardware trigger latency: Delay of input circuitry (∼20 μs) plus 2 μs sensor
reset (CCD); CMOS: sensor dependant

• Sensor latency: 1 image readout time plus exposure time
• Sensor jitter: 1 pixel clock (if sensor is idle) or 1 horizontal line (overlapped

readout)
• Camera processing latency:

– Stream controller: ∼20 sensor clocks
– Frame buffer: ∼3.6 μs
– Resend buffer: ∼1.8 μs
– Ethernet latency: ∼MTU * 8 ns.

It can be seen that in total the delay is dominated by the sensor. There is no
conceptual delay by the frame buffer or the fact that the camera “is digital.”

On the host side there is time needed to build the image in the memory,
depending on preprocessing stages, like color, bit depth, LUT, and other steps.
This can be in the range of 10 μs< latency> 100 ms.

It should be noted that in the case of displaying an image on a TFT, the monitor
itself is another source of significant delay (in the range of several frames), due to
display image processing.

6.4.4.3 Action Commands
GigE Vision specifies so called action commands to trigger an action in mul-
tiple devices at roughly the same time. Together with POE this can make
additional power and I/O wiring obsolete and achieve a one-camera-one-cable
solution.

Due to the nature of Ethernet, this is not as precise as a hardware trigger
since different network segments can have different latencies. Nevertheless,
in a switched network, the resulting jitter is acceptable for a broad range of
applications and this scheme provides a convenient way to synchronize devices
by means of a software command.
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Figure 6.66 Action command sent as broadcast to all devices in the subnet.

Action commands can be unicasted or broadcasted by applications with either
exclusive, write or read (only when the device is configured accordingly) access
to the device. They can be used, for example, to

• increment or reset counters;
• reset timers;
• act as trigger sources.

The most typical scenario is when an application wants to trigger a simultane-
ous action on multiple devices. This case is shown in Figure 6.66. It is assumed
that all cameras are connected and configured, for example, via a switch to appear
in the same subnet. The application fires a broadcast action command that will
reach all the devices on the subnet.

However, action commands can also be used by secondary applications. This
can be even another device (a camera or a suitable I/O device) on the same subnet.
This is depicted in Figure 6.67.

Upon reception of an action command, the device will decode the information
to identify which internal action signal is requested. An action signal is a device
internal signal that can be used as a trigger for functional units inside the device
(e.g., a frame trigger). It can be routed to all signal sinks of the device.

Application PC

Control Port Device 0

Control Port Device 1

Control Port Device 2

Device 0

Device 1

Device 2
Secondary App

Figure 6.67 Action command using secondary application to send broadcast to all devices in
the subnet.
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Each action command message contains information for the device to validate
the requested operation:
1) device_key to authorize the action on this device;
2) group_key to define a group of devices on which actions have to be executed;
3) group_mask to be used to filter out some of these devices from the group.

6.4.4.4 Scheduled Action Command
Scheduled action commands provide a way to trigger actions in a device at a spe-
cific time in the future. The typical use case is depicted in Figure 6.68.

The transmitter of an action command records the exact time, when the source
signal is asserted (External signal). This time t0 is incremented by a delta time ΔtL
and transmitted in an action command to the receivers. The delta time ΔtL has
to be larger than the longest possible transmission and processing latency of the
action command in the network.

If the packet passes the action command filters in the receiver, then the action
signal is put into a time queue (the depth of this queue is indicated by the Action-
QueueSize property).

When the time of the local clock is greater or equal to the time of an action sig-
nal in the queue, the signal is removed from the queue and asserted. Combined
with the timestamp precision of IEEE 1588 which can be sub-microseconds, a
Scheduled Action Command provides a way to allow low-jitter software trig-
ger. If the sender of an action command is not capable to set a future time into
the packet, the action command has a flag to fall back to legacy mode (bit 0 of the
flag field). In this mode the signal is asserted the moment the packet passes the
action command filters.

Scheduled action commands are not supported by every device. A device sup-
porting scheduled action commands should also support time stamp synchro-
nization based on IEEE 1588. At the time of writing, both features were under
development at MATRIX VISION.

6.4.5 Data Transmission

This section describes the data transmission as per Standards GigE Vision and
UBS3 Vision. It is common sense that these standards currently belong to the
most important ones in the machine vision industry.

Application or device

Singnal time t0

Capture singnal time

External signal @ t0

Action_cmd
t0 + tL

Action
command
filter

Action
time
queue

Device

Max. latency Δ tL

Figure 6.68 Principle of scheduled action commands.
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Depending on the interface, pixel data are transmitted as

• UDP (User Datagram Protocol) data packets for GVSP (GigE V ision Stream
Protocol)

• Bulk data (in most implementations) for USB3.

It is worth noticing that these formats do not guarantee isochronous timing (as
with IEEE 1394).

6.4.5.1 GigE Vision and GVSP
GigE Vision is designed to make use of GigE technology for industrial digital cam-
eras.

The standard comprises of four main elements:

• Device discovery:
– IP configuration, initiated by the device using DHCP, LLA, persistent

address
– Device enumeration, initiated by the application on the host.

• Two protocols, embedded in UDP/IP packets (because of their lower over-
head):
GVCP (GigE V ision Control Protocol)
GVSP (GigE V ision Streaming Protocol)

• An XML – camera description file (GenICam)

GenICam itself is a standard to define camera behavior.
The idea is to have a machine readable camera manual (this is the XML-file,

which can be stored in the device, delivered as file or accessible by web-link.
Not only available for GigE Vision but also for USB3 Vision.
One has to be GenICam compliant to promote GigE-Vision compliance.
GenICam Is divided into three parts:

• GenAPI: Camera configuration
• SFNC: Standard Feature Naming Convention: recommended names and types

for common features; (PFNC: pixel format naming convention)
• GenTL: Agnostic (= interface independent) Transport-layer for communica-

tion and image acquisition
Using GenTL, a USB3 camera and an GigE-camera could be used in the very

same application.

The screenshot in Figure 6.69 shows how GVSP is embedded into the IP (Inter-
net Protocol) frame.

Protocol overhead is between 1% and 5%, depending on the MTU setting. UDP
was chosen for performance reasons.

Because UDP is unreliable, GVSP provides mechanisms to guarantee the relia-
bility of packet transmission and to ensure minimal flow control (through GVCP
and Resend).

Finally image data is sent as GVSP data to the network interface.
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GVSP/UDP/IP frame:

UDP/IP frame:

IP frame:

Ethernet frame:

Ethernet header
14 bytes

Ethernet header
14 bytes

IP header
20 bytes

UDP header
8 bytes

UDP header
8 bytes

IP header
20 bytes

IP header
20 bytes

Ethernet header
14 bytes

Ethernet header
14 bytes

Ethernet data
x bytes

IP data
x bytes

UDP data
x bytes

GVSP data
x bytes

CRC
4 bytes

CRC
4 bytes

CRC
4 bytes

CRC
4 bytes

GVSP header
8 bytes*

* GVSP header:
20 bytes with extended ID (GEV2.x)

Figure 6.69 GVSP.

It is important that performance optimizations in terms of

• jumbo packets,
• interrupt moderation settings

are set in the driver settings, so that the amount of image data per IP frame is
maximized (to say 9 k Byte instead of 1.5 kB as default).

This lowers the #interrupts by the driver and the CPU load.
With GigE up to 120 MB s-1 data is usually possible, depending on chipset.
GigE Vision also offers the possibility to group interfaces via so called LAG (link

aggregation grouping).
MvBlueCOUGAR-XD cameras consequently offer dual network ports and can

thus transport up to 240 MB s-1 of image data over up to 100 m cable distance.

Application

GenAPI

Specific TL

Interface
driver

Camera

Camera API

Transport layer API

Driver interface

Interface low-level protocols

Camera description
file

(XML-file)

GigEVision

With GenTL: USB3, CL…

Figure 6.70 Layer protocols and interaction.
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6.4.5.2 USB3 Vision
USB3 Vision bases also on the GenICam standard. The next screenshot shows
how this all interacts (Figure 6.70):

USB3 offers with
• Up to 400 MB s-1 interface bandwidth,
• Backwards compatibility with USB2,
• A better protocol (less polling needed),
• More bus power (4.5 W), and
• Efficient methods to reduce CPU load for image transfer (Zero Copy mecha-

nism: Only the first and the last packet per image generate interrupts, the data
is transferred via DMA into the computer’s memory) and the standard USB3
Vision ideal preconditions for camera interfaces.
MATRIX VISION offers a USB3 Vision compliant mvBlueFOX3 camera family.

6.4.6 Pixel Data

GigE Vision and the later defined PFNC define dozens of different pixel formats
including custom defined ones.

MATRIX VISION cameras support a very large subgroup of these.
The color and gray camera formats supported by the cameras at the time of

writing are shown in Table 6.6.
The term BAYER indicates, that the camera outputs RAW BAYER data and the

two letters indicate the color sequence, followed by the bit depth.
All other formats indicate that the camera is doing color processing.
For compatibility reasons RGB8Packed (GigE Vision 1.x legacy) and RGB8

(GeV 2.0) formats appear twice. As mentioned in Section 6.4.2.11, color
processing in the camera increases bandwidth to be seen in byte per pixel.

Table 6.6 Pixel formats supported by MATRIX VISION.

Device name Pixel format Byte per pixel

mvBlueCOUGAR-X(D)xxxyC • BayerBG8
• BayerBG12Packed
• BayerBG10
• BayerBG12
• BayerBG16
• RGB8Packed (RGB8)
• BGR8Packed (BGR8)
• BGRA8Packed (BGRA8)
• BGR10V2Packed (RGB10p32)
• YUV422Packed (YUV422_8_UYVY)
• YUV422_YUYVPacked (YUV422_8)
• YUV444Packed (YUV8_UYV)

1
1.5
2
2
2
3
3
4
4
2
2
3

mvBlueCOUGAR-X(D)xxxyG • Mono8
• Mono10
• Mono12
• Mono14
• Mono16
• Mono12Packed

1
2
2
2
2
1.5
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Color/Mono

Bits per pixel

Pixel ID

Pixel Format

Byte 2

Byte 2 Byte 1 Byte 0

Byte 1 Byte 0

G12/B11

G14/B13

R22/G21

. . .

. . .

msb Isb

Isbmsb

11 10 9 8 7 6 5 4 3 2 1 0 3 2 1 0 11 10 9 8 7 6 5 4

C2 C1 C1C2
B G

G R

GVSP_PIX_MONO 0x01000000

0x000C0000

0x0000002D

0x010C002D

Description Value

12 bits

Id of pixel

BayerBG12Packed

Figure 6.71 Pixel format BayerBG12Packed and data example.

For example, BayerBG12Packed (packed as Mono12Packed) is defined as fol-
lows:

By default little-endian is to be used; this means Byte 0 is sent first on the wire,
followed by Byte 1 (Figure 6.71).

6.4.7 Camera Connection

Gigabit Ethernet and USB 2/3 offer different connection possibilities, some of
them shown in the pictures below (Figure 6.72).

A clear advantage of GigE is the very long cable distance of up to 100 m, which
gives unique ranging options.

Copper cables for USB 2/3 are more limited in length, in practice very good
cable quality is required for 8 m distance. Active repeaters can increase length up
to ∼15 m.

There are glass optical fiber (GOF) solutions for USB 3 available to bridge dis-
tances of 100 m, as well as so called active optical cables (AOCs) which have the
conversion chips integrated in the connectors itself. These offer nice and stable
solutions to bridge distances of up to 100 m together without distributing the
GND, which could introduce stability problems.

6.4.8 Operating the Camera

Gigabit Ethernet cameras require separate power (in the industrial range of
12–24 V DC) on the HiRose connector or the camera option POE. The latter
requires more expensive POE switches or power inserters on the other hand.
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Figure 6.72 Upper left: Industrial M12 option with x-coded GigE and IO; lower left: mini USB2;
lower middle: USB2 Type B; upper middle: RJ45 and HiRose; upper right: micro USB3; lower
right: dual RJ45 plus dual HiRose (motorized lens control) and video lens control.

USB 3 cameras can either be bus powered or also externally powered if their
power consumption exceeds the limits of 4.5 W (or 2.5 W in USB 2 compatible
mode).

6.4.9 HiRose Jack Pin Assignment

The HiRose plug is also designed for industrial use and in addition to provid-
ing access to the digital inputs and outputs on the camera; it also provides a
RS232 serial interface. The following diagram shows the pinning of a Standard
mvBlueCOUGAR-X as viewed in pin direction. Separate power is not needed in
the case of cameras with POE option and for USB3 cameras when bus powered. In
any case separate power connection is required to drive the outputs (Figure 6.73
and Table 6.7).

6.4.10 Sensor Frame Rates and Bandwidth

In this chapter we discuss the calculation of sensor frame rates and the resulting
bandwidth requirements.

A modern CMOS sensor such as the SONY PregiusTM IMX174 can be driven
in various configurations, modes, and clocks.

9 1
2

3

456

7

8 10

1112

Figure 6.73 HiRose connector pin assignment.
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Table 6.7 HiRose pinning.

Pin Signal Use Pin Signal Use

1 GND Power GND 7 Opto GND Common GND for
inputs

2 V IN +12 to
+24 V

Power supply for
camera

8 RS232_RX

3 DigOut3
12–24 V

wxPropView
numbering:
line3

9 RS232_TX

4 Opto DigIn0
3.3–24 V

line4 10 +24V_HSD 12.24 V supply for
the outputs

5 DigOut2 line2 11 Opto DigIn1
3.3–24 V

line5

6 DigOut0 line0 12 Opto DigOut1
12–24 V

line1

Table 6.8 Constants for calculating the frame time.

Name Value

Internal line length 462
Vertical blank lines 37
Sensor in clock 74.25 (@50 MHz pixel clock)

37.125 (@25 MHz pixel clock)
Number of LVDS 8

To calculate the maximum frames per second (FPSmax) in free running mode
we need the following formula and values as per camera manual (Table 6.8):

Frame Time =
Internal Line Length ∗ 8

Sensor In Clock ∗ #Of LVDS

∗
(Image Height + Vertical Blank Lines)

1000
(6.1)

Equation 6.1: frame time calculation.

If now the exposure time< frame time, we get:

FPSmax =
1

Frame Time
In our example the sensor can achieve 164 fps (in 8/10 bit mode readout), lead-

ing to

1936 × 1214 ∗ 164 = 387 MB s−1

In Mono8 transmission already.
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Figure 6.74 mv Resulting
Frame Rate.

While this is at the edge of the USB 3 transmission chip (Cypress FX3) used in
the camera, it is well above the capabilities of GigE or dual GigE.

MATRIX VISION cameras offer an automatic property mv Resulting Frame
Rate to recalculate the achievable frame rate based on actual settings such as pixel
clock, exposure time, image format, and mode.

The image above shows the relevant screenshot for the sensor IMX249 which
is a #LVDS-limited version (#LVDS= 2) of the IMX174: This limits the frame rate
to ∼41 fps and the bandwidth to 97 MB s-1 (Figure 6.74).

6.5 Configuration of a GigE Vision Camera

As we have already mentioned, it is mainly the task of the GenApi specification
within GenICam to configure the camera.

The key idea is to make camera manufacturers provide machine readable ver-
sions of the manuals for their cameras. These camera description files contain
all of the required information to automatically map a camera’s features to its
registers.

A typical feature would be the camera’s gain and the user’s attempt might be,
for example, to set Gain= 42. Using GenICam, a piece of generic software will
be able to read the camera’s description file and figure out that setting the Gain
to 42 means writing a value of 0×2A to a register located at 0×0815. Other tasks
involved might be to check in advance whether the camera possesses a Gain fea-
ture and to check whether the new value is consistent with the allowed Gain
range.

Note that adding a new feature to a camera just means extending the camera’s
description file, thus making the new feature immediately available to all GenI-
Cam aware applications (GenICam Standard v2.0 page 6).

Effectively this makes the knowledge of a register layout for users and cus-
tomers obsolete. That is explained below with the help of the temperature feature
in the camera:

The GenICam description below finds its representation in the xml-file, which
is part of the camera and finally the image viewer (or any application), makes this
property accessible without knowing further details (Figure 6.75).
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2009-9-3

Name

Version 1.3 Standard features naming convention

Optional

IEnumeration

Read/write

–

Expert

Sensor
mainboard

Device-specific

Device temperature [Device temperature selector]

Optional

IFloat

Read

C

Expert

Device-specific

Device temperature in degrees Celsius (°C). It is measured at the location selected by
Device temperature selector.

Selects the location within the device, where the temperature will be measured.

Device temperature selector

Page 46 of 226

3.11 Device temperature selector

Level

Interface

Access

Unit

Recommened
visibility

Values

Level

Name

Interface

Access

Unit

Recommened
visibility

Values

3.12 Device temperature

Figure 6.75 Device temperature selector: GenICam definition; XML-description; detailed
feature info in impact acquire and how it appears in PropView.

This abstraction greatly facilitates the usage of even complex cameras and fea-
tures.

This is believed to be one source of success that GigE Vision and USB 3 Vision
compliant cameras found their way into numerous third party image libraries and
applications such as the brands shown in Figure 6.76 and many more to come.
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Figure 6.76 Icons of machine vision software libraries which are supported by Matrix-Vision
cameras.

A number of photons ...

... Hitting the pixel area during exposure time ...

... Creating a number of electrons ...

... forming a charge which is converted
    by a capacitor to a voltage ...

... being amplified ...

... and digitized ...

... resulting in the digital gray value.42
(a) (b)

Dark noise Quantization noise

System
gain

Quantum
efficiency

Number of
photons

np

ne

nd
σq

K yη

Number of
electrons

Digital
gray value

Figure 6.77 (a) Physical model of a camera and (b) mathematical model of a camera.
(EMVA1288 standard.)

6.6 Qualifying Cameras and Noise Measurement (Dr.
Gert Ferrano MV)

The important requirement of a camera is the more or less identical reproduction
of a light signal. A linear increase of light intensity has to produce the same linear
increase of gray values for each pixel.

Together with the maximum number of stored electrons (the so called full well
capacity), signal to noise ratio, sensitivity, and dynamic range can be calculated.

The output signal of any camera is more or less distorted by additional noise
produced by different noise sources.

The image above shows the physical and mathematical model of a (linear) cam-
era according to EMVA1288 standard (Figure 6.77).

The first idea to measure noise could be a constant light input to the pixels and
measure the output.

However, the only noise which cannot be avoided due to natural laws is photon
shot noise. This noise follows fundamental laws described by quantum theory.

V (i) = Mean(i) Variance of a signal is equal to the mean value.



6.6 Qualifying Cameras and Noise Measurement (Dr. Gert Ferrano MV) 387

So if we cannot avoid this kind of noise, we use it as a measurement
method.

Practically we send a noisy light signal with different mean values to a sensor
(or a camera) and measure the output noise. Then the output has to follow above
mentioned equation. If the noise is larger than the theoretical value this extra
noise was added by the camera and characterizes the camera quality.

Noise can be separated into a static part, which is the same in every image and
dynamic part, changing from image to image.

Static part is caused by different sensitivity levels of pixels background struc-
tures in the dark and some reasons more. The good thing concerning this part is
the fact, that it can be measured and compensated by software.

Dynamic noise cannot be compensated by calculation; it only can be avoided
by optimizing the camera.

So nearly every noise measurement method captures multiple images of an
evenly distributed light standard at different light levels.

Mean(In(x, y)) is a mean image of many images at one light level and represents
static noise.
Var(In(x, y)) is the variance of an image and can be calculated easily, using the
formula:
Var(In(x, y)− Im(x, y))= 2 * Var(Inm(x, y)) or the variance of a difference is twice
the variance of an image.

One of these measurement methods is defined by EMVA1288 standard. It
defines a illumination setup with homogenous illumination directly on the
sensor. The aperture angle is 1/8.

Intensity can be controlled by change of exposure time and stable light or vari-
ation of light and constant exposure time of the camera. All light intensities are
measured, using a calibrated photodiode. By means of this measurement gray
values can be correlated to number of photons or physical light values.

So two measurement curves are produced:

G= func(Nphotons) linearity curve, gray values as a function of number of pho-
tons
Var(G)= func(Mean(G)) photon transfer curve, variance as function of mean
value.

The photon transfer curve is very sensitive to camera defects and can be ana-
lyzed by pure visual inspection.

Other values like SNR or dynamic range are calculated from measured values.
This is explained in Chapter 6.7.
For the end user a standard like EMVA1288 enables to compare cameras of

different producers, without knowing the insides of the camera.
Either the camera manufacturer uses a unit, accepted by EMVA1288 or the user

builds his own unit.
Hardware and software is described in the standard papers. For acceptance

a data set is available. With this data set own software has to produce defined
results within also defined limits.
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6.6.1 Explanation of theMost Important Measurements

Within the next pages the most important measurements and image checks for
camera users are explained. The measurements follow EMVA1288 standard.
There are further values measured, which are very important for a more detailed
camera analysis. The following selection gives a first immediate qualification of
a camera.

6.6.1.1 Linearity Curve
The linearity curve (of IMX-174 sensor in an mvBlueCOUGAR-X104dG) shows
the direct response in gray values on photon input of a camera. Ideally, it is a
straight line from minimum to maximum (Figure 6.78).

In case of early saturation of a camera, the curve shows nonlinear behavior at
high end. The example Figure 6.79 is used from EMVA1288 documentation.

6.6.1.2 Photon Transfer Curve
Due to the large range, the linearity curve is not so sensitive to small errors.

If any, these could be seen very clearly within the photon transfer curve. Again,
camera is mvBlueCOUGAR-X104dG (Figure 6.80).

Two examples from EMVA1288 documentation show possible errors:
Influence of nonlinearity (Figure 6.81);
Influence of bad ADC (Figure 6.82).
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Figure 6.78 Linearity curve from mvBlueCOUGAR-X104dG.
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Figure 6.79 Linearity curve with saturation.
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Figure 6.80 Photon transfer response function of mvBlueCOUGAR-X104dG.
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Figure 6.81 Influence of nonlinearity on photon transfer response function.
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6.7 Camera Noise (by Henning Haider AVT, Updated
by Author)

Various different noise sources contribute at different stages in a CCD or CMOS
camera to an overall total, appearing at the output of a digital camera.

The following image details the various noise sources. All noise sources are to
be added in their quadrature (Figure 6.83).

6.7.1 Photon Noise

As mentioned already earlier, photons generate electrons in the photodiode on a
statistical base because of their quantum nature.

That means the count of electrons differs from image to image according to the
so-called Poisson distribution.

Noise n in (count of electrons root mean square (rms)) is equal to the square
root of the mean N of the generated count of electrons Nphoton. The maximum of
the generated photons is expressed as Nwell, which is the full well capacity.

nphoton =
√

Nphoton (e− rms) (6.2)

Equation 6.2: photon generated noise.

6.7.2 Dark Current Noise

Temperature in silicon material generates a flow of electrons, the so-called dark
current, depending on the process and temperature. For CCD sensors, the cur-
rent is typically much lower than for CMOS sensors. Nevertheless, it doubles per
7–9 ∘C and it adds up to the photon created electrons in the pixels and the shift
registers thus limiting their capacity.

With CMOS sensors this can even limit longer integration times, because the
sensor can reach saturation due to the dark current. Its nature is also statistical,
so that the following formula applies:

Reset noise

Photon noise
Dark current noise

Fixed pattern
noise

Photo response
non uniformity

Gain ADC

1/f noise
Quantization

noise

Sensor
area

Capacitance

Figure 6.83 Different noise components and their location.
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Noise n in (electrons rms) is equal to the square root of the mean N of the dark
current electrons:

ndark =
√

Ndark (e− rms) (6.3)

Equation 6.3: dark signal generated noise.

6.7.3 Fixed Pattern Noise (FPN)

Related with the dark current is its electrical behavior to be regionally different on
the sensor. This introduces a structural spatial noise component, called fixed pat-
tern noise, although it is not meant to be temporal, visible with low illumination
conditions.

FPN is typically more dominant with CMOS sensors than with CCD, where it
can be ignored mostly.

This noise nfpn (%) is usually quantified in % of the mean dark level.

6.7.4 Photo Response Non Uniformity (PRNU)

Due to local differences in the pixel the count of electrons for a given illumination
is not perfectly the same. Every pixel has a slightly different photon to electron
response characteristics. Again this is a structural spatial noise component, mea-
sured in % nprnu (%) of the maximum signal level.

6.7.5 Reset Noise

Reading out a pixel requires the conversion of the charge into a voltage. This is
done via destructive readout with a capacitance, which is reset after the actual
pixel value is sampled. Again we have here a variance in the reset level from
pixel to pixel, depending on the absolute temperature T and the capacitance C
according to the following formula, with q being the elementary charge and k the
Boltzmann constant:

nreset =
√

k • T • C
q

(e− rms) (6.4)

Equation 6.4: reset noise.

This component can be ignored with CCD sensors due to CDS in the analog
front end, as discussed earlier.

6.7.6 1/f Noise (Amplifier Noise)

Every analog amplifier contains a noise component, which is proportional to 1/f .
Nowadays, this component can be neglected also because of the use of CDS

signal preprocessing.

6.7.7 Quantization Noise

Quantization noise is a side effect in the conversion of an analog signal to a digital
number. It occurs due to the uncertainty in the switching from one step to the
other, usually in the middle of one step.
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Obviously it can be made smaller by a larger amount of bits and quantization
steps.

Assuming a sawtooth shape of the quantization error, in terms of noise
electrons it can be expressed with Nelectron = count of signal electrons and N = #
bits as:

nadc =
Nelectron

2N •
√

12
(e− rms) (6.5)

Equation 6.5: quantization noise.

Normally, quantization is smaller than the noise floor, so that it can be ignored.

6.7.8 Noise Floor

It can be seen from above that the total noise of a camera has a component,
which is dependent on the wanted signal, and one component independent of
the wanted signal, called the noise floor. The noise floor sets the lower limit for
the sensitivity of a camera.

The noise floor can be given as:

nfloor =
√

ndark
2 + nfpn

2 =
√

Ndark + nfpn
2 (e− rms) (6.6)

Equation 6.6: noise floor.

6.7.9 Dynamic Range

The dynamic range of a camera is the quotient of wanted signal to ground floor.

DNR =
Nphoton − Ndark
√

ndark
2 + nfpn

2
=

Nphoton − Ndark
√

Ndark + nfpn
2

(6.7)

Equation 6.7: dynamic range of a camera.

The DNR of a sensor is given related to the maximum signal as:

DNRsensor =
Nwell − Ndark

√
Ndark + nfpn

2
(6.8)

Equation 6.8: dynamic range of a sensor.

6.7.10 Signal to Noise Ratio

The signal to noise ratio of a camera is the quotient between the total signal and
the total noise and could be given as:

SNR =
Nphoton + Ndark

√
nphoton

2 + Ndark + nfpn
2 + nprnu

2 + nreset
2 + nadc

2
(6.9)

Equation 6.9: SNR of a camera.
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Simplified by elimination of dark current component via clamping:

SNR =
Nphoton

√
Nphoton + Ndark + nfpn

2 + nprnu
2 + nreset

2 + nadc
2

(6.10)

Equation 6.10: simplified SNR of a camera.

Related to the maximum of the sensor:

SNR =
Nwell

√
Nwell + Ndark + nfpn

2 + nprnu
2 + nreset

2 + nadc
2

(6.11)

Equation 6.11: simplified SNR of a sensor.

6.7.11 Example 1: SONY IMX-174 Sensor (mvBlueFOX3-2024)

Nwell = 31 900 e− (own measurements according EMVA1288)
nreadout = 5.9 e− (own measurements according EMVA1288).

DNR = 31 900
5.9

= 5407 = 74.6 dB ≈ 12.4 bit

SNR = 31 900
√

31 900 + 35
= 178.5 = 45 dB ≈ 7.5 bit

6.7.12 Example 2: CMOSIS CMV2000 (mvBlueCOUGAR-X104)

Nwell ≈ 9700 e− (own measurements according EMVA1288)
nreadout ≈ 13 e− (own measurements according EMVA1288).

DNR = 9700
13

= 746 = 57.5 dB ≈ 9.5 bit

SNR = 9700
√

9700 + 169
= 97.6 = 39.8 dB ≈ 6.6 bit

6.8 Useful Links and Literature

www.cmosis.com – CMOS image sensors
www.framos.de – Image sensors and components
www.atdelectronique.de – Image sensors and components
http://www.emva.org/cms/index.php?idcat=26 – EMVA1288 Standard
http://www.visiononline.org/vision-standards-details.cfm?type=5 – GigE

Vision
http://www.visiononline.org/vision-standards-details.cfm?type=11 – USB3

Vision
http://www.emva.org/cms/index.php?idcat=27 – GenICam standard

http://www.cmosis.com
http://www.framos.de
http://www.atdelectronique.de
http://www.emva.org/cms/index.php?idcat=26
http://www.visiononline.org/vision-standards-details.cfm?type=5
http://www.visiononline.org/vision-standards-details.cfm?type=11
http://www.emva.org/cms/index.php?idcat=27


6.9 Digital Interfaces 395

www.onsemi.com – CCD/CMOS sensors
www.photonfocus.com – Photonfocus CMOS sensors
http://www.sony.net/Products/SC-HP/ – SONY semiconductor
http://www.cs.rit.edu/~ncs/color/ – Information about color
http://www.matrix-vision.com – Homepage of MATRIX VISION
http://www.matrix-vision.com/manuals/ – Manuals of MATRIX VISION
http://damien.douxchamps.net/ieee1394/cameras/search/m/ – List of USB3

cameras
Holst, G.C. (1996) CCD Arrays, Cameras, and Displays, SPIE Press.
Theuwissen, A.E. (2014) Seminar on Solid State Imaging Technologies, Harvest

imaging.

6.9 Digital Interfaces

Today, more than a handful of rivaling digital interfaces is on the market.
In principle, any interface able to deal with the amount of data of an uncom-

pressed digital video stream, is a candidate.
The requirements can be summarized and prioritized as follows:

• Bandwidth requirement >10 MB s-1 per camera in VGA, b/w @ 30 fps
• Secure protocol (HW/SW)
• Robust electrical interface, able to bridge distances of 3–30 m (100 m)
• No image loss
• Low CPU consumption for image acquisition and transfer
• Low latency
• Multicamera support
• Open (vendor independent) standardization for the protocol.

Clearly, 1394a was pioneering the terrain and together with 1394b was
gaining considerable market share and spread. However, at the time of writ-
ing it is clear that this standard is no longer developed for future and faster
versions.

USB 2.0 has also proven that it can handle the amount of data, needed to trans-
mit raw, uncompressed digital images into the memory of the PC.

Gigabit Ethernet demonstrated its ability to transport video data over the net-
work architecture with the increase of the network bandwidth. Together with the
very well accepted standards GigE Vision and GenICam it is today the interface
with the biggest potential and growth rate.

USB 3.0 recently increased 10-fold the performance of USB 2.0 together with
overcoming some shortcuts in the architecture. The corresponding camera
standard USB3 Vision twins seamlessly with GigE Vision ensuring USB 3.0 is
an almost ideal high bandwidth interface for industrial cameras. At the time of
writing, UB3.1 was already moving into silicon, with again more than doubling
the bandwidth.

http://www.onsemi.com
http://www.photonfocus.com
http://www.sony.net/Products/SC-HP/
http://www.cs.rit.edu/~ncs/color/
http://www.matrix-vision.com
http://www.matrix-vision.com/manuals/
http://damien.douxchamps.net/ieee1394/cameras/search/m/
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All of the above are interfaces, which were not primarily designed for digital
camera interfaces, but adopted for this use.

Camera link is today probably the only open digital interface of relevance,
which was developed specifically for use in digital image transfer.

It can be said that depending on the application the user has the freedom of
choice.

An overview of the important facts and figures are given in Table 6.9.
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7

Smart Camera and Vision Systems Design
Howard D. Gray1 and Nate Holmes2

1MATRIX Vision GmbH, Talstraße 16, D-71570 Oppenweiler, Germany
2National Instruments, 11500 N. Mopac Expwy., Austin, TX 78759, USA

7.1 Introduction to Vision System Design

The design and selection of a vision system involves considering both the hard-
ware and software architecture of the system and how they are to be combined
to meet the requirements of an application. As you can see from the diagram of
a typical vision application development workflow, this can be a very iterative
process (Figure 7.1).

It is iterative because in many ways vision application design is still more of an
art than a science. That is, the image content is dependent on complex variables
that cannot at this time be modeled and simulated accurately enough to enable
design without empirical data. The lighting, lens, and sensor selection all con-
tribute to image content in complex and nuanced ways. The resulting image con-
tent and variability will determine what type and complexity of vision algorithms
are necessary to achieve satisfactory inspection results, and then the final system
for deployment is often chosen based on processing capability to return results
in an adequate amount of time, as well as optimizing for space, cost, ease-of-use,
maintainability, and other factors. The result is a trial and error approach with
vision integrators maintaining “vision labs” full of various lighting, lenses, and
vision systems to prototype solutions. Great value is correspondingly placed on
experience in the vision integration business, as this experience, versus an inex-
perienced system designer, will often manifest as a significant savings on the cost
and time of a particular project.

Any given application will have multiple requirements that determine
appropriate hardware and software selection: size, cost, weight, and physical
environment will all play a role. Machine vision processing task(s), speed
required, and what other tasks such as input and output (I/O), synchronization,
or motion control that the system is tasked with will also play a role. What type
of SW architecture will be deployed to the system? What are the processing
requirements? Does the system have to be flexible enough to be frequently
updated and mass deployed, or will it be a “one off ” system for research or

Handbook of Machine and Computer Vision: The Guide for Developers and Users,
Second Edition. Edited by Alexander Hornberg.
© 2017 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2017 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Start

Define
requirements

Select acquisition
hardware

Acquire image set

Images OK?

Design software

Results OK?

Select deployment
platform

Speed OK?

Validate system

Failure analysisSolution OK?

End

Figure 7.1 Workflow diagram
demonstrating the iterative nature
of typical vision application design.

a laboratory application? All of these questions will contribute to the design
engineer’s choice of vision system.

7.2 Definitions

The rise of low-cost heterogeneous deployment platforms and the ability for
vision algorithms to be deployed across different hardware architectures has
resulted in the emergence of different types of vision hardware to meet varying
application needs.

Most articles about vision sensors, smart cameras, or embedded vision sys-
tems start with a definition of these terms. For example, in Smart Cameras, we
find interpretations in Chapter 1 and again in Chapter 2 [1, 2]. The Automated
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Imaging Association’s (AIA’s) Glossary of Machine Vision Terms [3] contains the
following, authoritative definitions:

Vision sensor: A lower-end smart camera. A smart camera with less flex-
ibility and programmability that is usually intended for less demanding
applications.
Smart camera: A complete or near complete vision system contained in the
camera body itself … At a minimum a Smart Camera combines a camera
with image processing and MV1 related programs within the same hous-
ing. A smart camera is functionally equivalent to an Embedded Vision
Processor. Sometimes smart cameras are called “intelligent cameras” and
“Vision Sensors.” The term Vision Sensor tends to apply to a lower-end
Smart Camera.
Embedded vision processor: configuration of machine vision equipment
where a camera is tethered to a specialized, mini-computer (not a PC2).
Unlike the Smart Camera, the computer power for processing images is
external to the camera’s housing.

All three terms refer to complete vision systems, that is, equipment incorpo-
rating one or more cameras and including hardware and/or software capable of
implementing complete machine vision applications. The differences come in the
components used in the design.

A vision system aims to tap the image data at source, to analyze this data, and
to pass on a result or at least a preprocessed or smaller amount of visual informa-
tion. In these days of increasingly large image sensor formats, this difference to a
camera without intelligence is significant; using a vision system can avoid passing
large amounts of unprocessed information from the source to a processing sys-
tem – data which, in many cases, is destined to be discarded by that processing
system. In turn, this allows a significant reduction in the bandwidth required by
the transport mechanism, simplifying the infrastructure and reducing the costs.

A practical example is a smart camera that is able to extract the coordinates
of objects from an image. Only these coordinates are transferred via a network
instead of each and every captured image. In the first case, the information
content may be measured in a few bytes, but in the second the infrastructure
must be able to handle megabytes of data per second.

Many typical applications, such as bar code and data matrix reading, shape and
color recognition, or measurement, may be realized using smart cameras, vision
sensors, or embedded vision systems. So how does a system planner decide which
type of system to use?

In fact, one main difference between a smart camera and vision sensor is the
way it is intended to be reused. There is a clue in the AIA glossary [3]; the terms
less flexibility and programmability for vision sensors are mentioned. So let us add
some explanations based on these terms to illustrate their use in this chapter:
• Smart cameras are multipurpose devices and are often supplied without a fixed

or default function. They must be reprogrammed using a system that may

1 Machine vision.
2 Personal computer.
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resemble a high-level scripting or programming language or another flexible
method.

• Vision sensors are single-purpose, off-the-shelf devices. They may be recon-
figured to serve a new purpose or parameters may be adjusted, but they may
lack the flexibility to implement new machine vision applications not envisaged
by the manufacturer. Since vision sensors are designed for specific tasks they
may contain specially designed hardware in field-programmable gate arrays
(FPGAs) or application-specific integrated circuits (ASICs) and be very good
at these tasks. By including only the electrical interfaces really needed it should
be possible to build vision sensors physically smaller (and cheaper) than those
in smart cameras. If the range of applications is finite and known by the man-
ufacturer it is easier to supply the sensor with an appropriate, built-in lighting
system.

• Embedded vision processors or systems are usually more flexible in their pro-
grammability as smart cameras. Configuration or programming takes place
on the embedded computer, perhaps like any other PC. In applications where
cable lengths between embedded computer and camera are unimportant,
where the processing unit hardware is robust enough to be located near to
the application itself and where physical size is less important, these systems
provide a viable alternative to both smart cameras and vision sensors.

Boundaries between the types of systems are being blurred as vision suppliers
seek the right mix of price/performance for application niches and utilize new
and ever improving technology. It can be helpful to view the available options on
a spectrum (see Figure 7.2), with generally accepted system types shown:

1) Vision sensors
2) Smart cameras
3) Embedded vision systems.

Simple ComplexDesign and integration complexity

Vision sensors

• Fixed function devices
• Configuration based software
• Integrated lens/lighting
• Limited I/O

Applicable to straightforward well
defined vision applications
with known solutions

Example Suppliers:
Datalogic
Microscan
Baumer

Smart cameras

• Programmable
• Standard C mount lenses
• Integrated lighting optional
• More general purpose I/O

Applicable to independent
asynchronous machine vision tasks
with higher complexity

Example Suppliers:
Matrix vision
Cognex
Matrox

Embedded vision systems

• Programmable
• Multi-camera sync
• Advanced control
• Intense processing
• Higher speeds
• I/O synchronization

Applicable to high performance,
multi-camera applications with
more system level integration

Example suppliers
National instruments
Tatille
Keyence:

Figure 7.2 Overview of choices for building vision systems.
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For each type of machine vision system we will discuss accepted industry defi-
nitions, a short history, considerations when choosing between them, and which
applications are particularly suited to each type. The information in this chapter
is intended to help shorten development time and reduce the number of design
iterations necessary in designing a system by providing guidance on which system
architectures and characteristics are best suited for particular applications.

7.3 Smart Cameras

Many of the design characteristics for smart cameras apply equally to the design
of vision sensors and embedded vision systems. We start by taking a look at some
typical design parameters for smart cameras and later highlight the similarities
and differences for the other categories.

Figure 7.3 shows a typical smart camera in a compact housing with C-mount
lens. As can be inferred from the size of the lens in the image, the dimensions of
this casing are small (specifically 65 mm× 100 mm× 40 mm without the lens and
cables), yet it contains a complete camera and embedded computer. The follow-
ing sections explain the technologies used for specific parts of this and similar
products and illustrate the design decisions that need to be made when develop-
ing such products.

7.3.1 Applications

Smart cameras are used in machine vision applications where the presence of
long cables, physically large computing units, and the transfer or large amounts
of image data is difficult or impossible due to space restrictions or reliability con-
cerns. Smart cameras can represent an advantage compared with the total costs
of separate PCs, cameras, and software. Since the computing power of a single

Figure 7.3 MATRIX VISION mvBlueGEMINI.
(Photo courtesy of MATRIX VISION GmbH.)



404 7 Smart Camera and Vision Systems Design

smart camera is likely to be less than of a PC, some applications must be ruled
out on the grounds of complexity.

Typical smart camera applications include the following:

• Bar code and data matrix reading. Printed or stamped codes with different
positions, sizes, and rotations

• Optical character recognition (OCR) including learning of new fonts
• Quality checks for completeness in manufacturing, for example, surface

quality
• Position and measurement of object parts (absolute length, angles)
• Counting or classifying objects according to shape or color
• Sorting and control of robots
• Crowd or traffic surveillance
• Reading and comparing biometric information.

7.3.2 Component Parts

For an explanation of the component parts of a smart camera that follows please
refer to Figure 7.4.

7.3.2.1 Processors
In order to process programming instructions intelligibly a processing unit of
some kind is needed. The processor often consists of a standard central process-
ing unit (CPU), similar to that found in a PC system or mobile device. Some
devices make use of a digital signal processor (DSP) or have a combination of
CPU, DSP, and/or graphics processing unit (GPU).

A number of distinct generations of smart camera processors have been noted
[4]. The first recognizable smart cameras in the 1990s were based on DSP tech-
nology, the second generation on PC architectures, specifically x86 processors.
The need for small, powerful, low-power processors for smart phones, and other
mobile devices toward the end of the decade ending 2010 affected smart cam-
era design too. The currently dominant CPUs in this market are based on ARM®
technology. Intel’s multicore devices, formerly code-named “Bay Trail” and based
on Intel® AtomTM technology for notebooks and tablets, are also being used in
smart camera designs.

RAM Processor Storage

NetworkI/Os
Image sensor

Video
pipeline

Figure 7.4 Block diagram of a
typical smart camera.
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Table 7.1 Example processor architectures used in smart cameras.

Processor Type Example smart
camera

Operating
system

Product
launch

Analog Devices
ADSP2181, 32 MHz

DSP VC11, Vision
Components GmbH [6]

Real-time 1996

PowerPCTM,
133–400 MHz

CPU mvBlueLYNX, MATRIX
VISION GmbH [7]

Linux® 2002

PowerPCTM,
400–533 MHz

CPU NI 1722/1742, National
Instruments [8]

— 2007

Analog Devices
Blackfin® ADSP-BF537,
500 MHz

DSP LeanXcam,
Supercomputing
Systems AG [9]

μClinux 2008

Intel® AtomTM (Z530),
1.6 GHz

CPU Iris GT, Matrox
Imaging [10]

Embedded
Microsoft®
Windows®
(various)

2008

Texas Instruments
OMAPTM 3750, 1 GHz

CPU/DSP/
GPU Hybrid

mvBlueLYNX-X,
MATRIX VISION
GmbH [11]

Linux® 2010

Texas Instruments
TMS320C64xx,
400 MHz

DSP VC4012nano, Vision
Components GmbH [12]

VC real-time
(VCRT)

2010

Xilinx Zynq®,
800 MHz/1 GHz,
dual-core

FPGA/SoC RazerCam, EVT Eye
Vision Technology
GmbH [13]

Linux® 2014

Altera Cyclone® V,
800 MHz, dual-core

FPGA/SoC mvBlueGEMINI,
MATRIX VISION
GmbH [14]

Linux® 2015

Recently, affordable combinations of FPGA and CPU have become available,
notably from Xilinx Zynq® and Altera Cyclone V series. For camera designs that
previously required separate FPGAs these system-on-chip (SoC) devices can now
offer many similar features to the two-chip designs but now combined in a single
package. This is not only an advantage in terms of the overall size of the design
and lower power requirements but also provides very high bandwidths between
FPGA and CPU (typically 5–10 GB s−1 [5]).

Table 7.1 shows examples of processing units used in smart cameras over the
past two decades.

For the developer of a smart camera the factors involved in the choice of pro-
cessor include the following:
• The speed or performance and/or the number of parallel cores
• Peripheral components and bus systems supported by the processor
• The architecture and, therefore, the operating systems (OSs) supported
• Cost
• Software development – are cross-compiler or “native” development tools and

equipment needed?
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• Power requirements, possible heat dissipation methods, and environmental
conditions, for example, ambient temperature

• Types of volatile and nonvolatile memory available
• Video pipeline – how are image sensors controlled and how are image data to

be saved in memory or accessed by the processor, for example, DMA (direct
memory access)? Some embedded processors actually include camera ports
and video pipelines. In other designs the pipeline will need to be implemented
using external logic, for example, FPGAs.

For the end user of a smart camera or a vision system planner the significance
of some of the above factors clearly depends on the usage scenario; for example,
the environmental conditions. Other factors may be not so obvious. For example,

• The implementation of the video pipeline is probably an internal or propri-
etary detail and not useful in the comparison of smart camera products. More
obviously important is the resultant range of image sensors available from the
manufacturer.

• Good speed or performance of the camera is a universally required feature,
and, incidentally, one of the more difficult to quantify for a programmable
camera.

• Power requirements are likely to be important to the end user because a smart
camera represents a significant advantage in this area over more conventional,
PC-based machine vision systems. More information about power require-
ments and restrictions is to be found in Section 7.3.4.1.

7.3.2.2 FPGA Processing
As mentioned above, the advent of FPGA SoC devices has spawned a number
of new smart camera designs. In fact, FPGAs have been used for a number of
years to support the integration of image sensors or to facilitate real-time I/Os,
as mentioned in Section 7.3.2.6, albeit as devices separate from the CPU.

A vision system with the ability to reprogram FPGA devices with components
able to preprocess image data, or in another way to support the particular
machine vision algorithm being used for an application, could have significant
advantages of overall speed and deterministic behavior compared to systems
based only on conventional CPUs. Examples of tasks that could be performed in
this way are, the compression of images for transmission to a monitoring system,
or the extraction of coordinates for candidate objects within image data. In the
latter case, algorithms running as software on the CPU do not need to search
through the whole image data for objects but, instead, can start processing the
candidates directly.

Since programming FPGAs is not necessarily a core skill associated with image
processing expertise, a number of ways exist to speed up the implementation
of machine vision algorithms in FPGA fabric. For Xilinx FPGAs and for the
Xilinx Zynq® series of FPGA/SoCs it is possible to use Silicon Software’s Visual
Applets [15] software to program FPGA content using a graphical front end.
Another option is the LabVIEW Graphical programming environment from
National Instruments, which includes a high level vision algorithm development
tool called Vision Assistant that can be used to estimate resource utilization



7.3 Smart Cameras 407

and script code that can be directly complied for Xilinx FPGAs. Smart cameras
based on this FPGA technology, such as the EVT RazerCam or Tattile cameras
using EVT EyeVision 3.0, are able to make use of this method to add hardware
acceleration to user applications [16].

An alternative and promising solution may be to use OpenCLTM, which the
Khronos® Group describes as an “open standard for parallel programming of het-
erogeneous systems” [17]. Altera claims that its Cyclone V SoC Development Kit
is the first conformant OpenCL software development kit (SDK) for FPGAs [18].
Using it, machine vision algorithms, written and tested on a CPU or GPU system,
can be converted into a compatible form for direct use in the FPGA fabric. This
new feature, previously only available for high-end devices, has the potential to
give huge speed advantages to machine vision applications.

7.3.2.3 Memory and Storage
Irrespective of the processor used in a smart camera the OS and video pipeline
will need volatile random access memory (RAM) to store and process image data.
Typical technologies used for the memory include double data rate 2 (DDR2) and
double data rate 3 (DDR3) and a total capacity of between 64 MB and 2 GB. Fast
RAM is a power-hungry component that needs significant physical space inside
the camera, which places a natural limit on the total memory. As mentioned in
Section 7.3.2.5, the amount of memory needed beyond the normal requirements
of the OS can be significant for large image sensor formats.

In addition to RAM, non-volatile storage will be required in order to contain
the OS, application, and configuration. In an embedded design this is usually pro-
vided by a form of flash memory that retains its contents without a power supply.
The technology used can be discrete NOR or NAND devices or a combination
with controller in the form of a memory card. Examples include: Secure Digital
(SD), MultiMediaCard (MMC), embedded MultiMediaCard (eMMC), or solid
state disk (SSD). Once again, the availability of large flash-based devices can be
attributed to the advances in the market for mobile equipment. Hard disks as
storage medium are no longer used in modern smart cameras since they have
moving parts and are less likely to survive shocks and vibrations in a harsh, indus-
trial environment.

It is important to note that the use of flash memory can lead to problems if an
end user is unaware of its limitations. The lifetime of each memory cell is limited
to a finite number of programming and erase cycles (typically several hundred
thousand cycles). This makes it unwise to use flash storage to store images or to
log data continually. A compromising solution may have to be found, for example,
storing data in RAM and transferring only essential information to flash mem-
ory at intervals or using the network to export data to external storage devices.
Memory devices with a built-in controller implement sophisticated mechanisms
designed to prolong the life of flash memory and to allow a standard file sys-
tem to be used by the OS. Some embedded OSs make use of specialist flash
file systems that implement wear leveling algorithms to distribute data evenly
over all the memory cells when using discrete flash devices without their own
controller. The Linux® kernel provides, for example, the “Journaling Flash File
System” (JFFS/JFFS2) and other solutions, such as “Yet Another Flash File Sys-
tem” (YAFFS), are available too.
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Exactly which method is used in a smart camera and whether restrictions or
recommendations exist for the use of flash memory is important information that
ideally should be available to end users of the camera.

7.3.2.4 Operating Systems
Designers of smart cameras have used a wide range of OSs in their products. For
any given processor a smart camera designer may have a choice of OSs, both com-
mercial and freely available. The more specialized a processor, the smaller will be
the choice of OSs. It follows that CPU-type processors allow more choice of OS
than DSPs. However, a DSP’s OS may be developed by the processor manufac-
turer itself. Using this “insider knowledge” the manufacturer is able to extract the
highest possible performance from its own hardware.

The OS itself may be hidden from and be unimportant to the user if the camera
is merely configured via a web interface or other similar tools. However, when
advanced programming skills are required many users prefer a camera that
recognizably runs the same OS as their desktop PC. Some users have already
built up considerable knowledge of image processing algorithms and have a
tried-and-tested library which they would like to continue to use with a smart
camera. If this library is in turn dependent on commercial products that are
available only for particular OSs, software compatibility with other systems,
previous products, or with proprietary machine vision libraries may dictate the
optimal OS which, in turn, will restrict the choice of processor architecture. For
example, the use a commercial machine vision library that is available only for
current versions of the Windows® OS will effectively limit the choice of archi-
tecture to x86 or ARM® processors. Linux® has traditionally been more flexible
with support for x86, ARM®, PowerPC®, and many others. Neither of these OSs
are likely to be used in a smart camera that contains a DSP as its only processing
unit, although versions of the Linux® kernel have been ported to DSPs [19].

7.3.2.4.1 Real-Time Operating Systems An OS is defined as real-time if the
maximum time for a known operation is deterministic – an output is guaranteed
within a known time. Traditional OSs used on desktop PCs or for server systems
do not fulfill this requirement but can come very close to it; close enough to make
their use in a smart camera system feasible, especially if specialized hardware
(e.g., a FPGA) is used to handle critical I/O signals without intervention by the
CPU or OS.

The Open Source Automation Development Lab (OSADL) [20] supports the
integration of real-time patches into the Linux® kernel through sponsorship pro-
vided by membership fees and provides testing facilities for members. In January
2015 it announced [21] it had raised a further €250 000 to continue its integration
policy so it now seems likely that the mainstream Linux® kernel will be supplied
with improved real-time features in the future. Before this announcement the
future of the real-time patch set was uncertain.

A further possibility is the combination of standard OS and real-time sched-
uler. Effectively, the whole OS becomes a pre-emptive process, that is, it is
executed with a lower priority than other real-time tasks that are used for the
most demanding operations. Commercial schedulers of this type are available
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for Windows®, for example, Interval Zero’s RTX and RTX64 products [22]. For
Linux®, a number of open source projects aim to provide a separate real-time
scheduler. Examples include The Real Time Application Interface (RTAI) [23]
and Xenomai [24].

Examples of tasks performed by a smart camera requiring near real-time facil-
ities are as follows:

• Input signals used as a trigger for capturing images
• Output signals used to control an external flash light, synchronized with image

capture
• Other signals dependent on accurate timers within the smart camera.

7.3.2.4.2 Updates Processor-based cameras are complex systems: it is unrealis-
tic to expect OSs and applications to be completely free of programming errors.
Therefore, it is extremely likely that a smart camera manufacturer will need to
provide software and firmware updates from time to time. In this way, new fea-
tures may also be added or security problems in the OS itself, corrected. The
majority of smart cameras used in manufacturing processes are unlikely to have
a direct, unprotected connection with the Internet but they may well be accessed
by normal PCs, which in turn do have Internet access. Arguably, cameras most
at risk from security issues are those with a similar architecture and identical OS
to that of standard PCs. Cameras with specialized processors or OS are not as
widespread and unlikely to be targeted.

The designer of a smart camera needs to decide on an update policy and the
user needs to know the answers to these basic questions:

• Will security updates to the OS be made available for the camera? For how
long?

• Will feature updates be possible?
• How easy is it to apply an update once a camera is in situ in an application?
• Does the manufacturer offer support for cameras that an end user has decided

not to update?

7.3.2.5 Image Sensors
The differences between complementary metal-oxide-semiconductor (CMOS)
and charge-coupled device (CCD) sensors have been explained in other chapters
in this book. Of course, all the criteria used in the choice of image sensors for
other cameras apply equally to smart cameras. For the smart camera designer
the electrical interface (serial, parallel, low-voltage differential signaling LVDS,
etc.) to the image sensor and other control buses such as I-squared-C (I2C) or
serial peripheral interface (SPI) are important and must be adequately supported
by the CPU and the software.

The characteristics of the image sensor; its size in mega pixels or line length
for line scan sensors, its maximum frame rate, and so on, are major factors in the
design of the smart camera electronics. Processing very high-resolution images,
particularly in color, requires extremely powerful hardware and software but
it is not only the processing power that needs to be considered. Despite the
recent advances in embedded processors, the restrictions on space and cooling
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possibilities in an embedded system place an upper limit on other hardware
components that are not present in desktop systems. Consider a typical color
area sensor with around 5 million pixels (e.g., Aptina MT9P031 with a resolution
of 2592× 1944) and a smart camera required to hold, say, 30 color images in
volatile memory (RAM). The majority of image processing libraries will need
color data in its component parts of red, green, and blue (RGB) so the smart
camera will need to convert each image into an RGB format. Assuming that each
color component part is the same size as the raw image before color extraction,
the total amount of RAM needed to hold 30 color images and the original data
can, therefore, be calculated:

RAM requirement = number of images
× ((size of one color component × 3)

+ size of raw image)
= 30 × ((5 MB × 3) + 5 MB)
= 30 × 20 MB
= 600 MB

Allowing for the RAM requirements of the OS itself the smart camera will need
around 1 GB of volatile memory in this configuration; a typical upper limit for
a high-end smart camera today. By comparison a modern desktop computer is
usually fitted with at least 4 GB of RAM and has extension slots available for more
memory.

For the developers and users of smart cameras the factors involved in the choice
of image sensor include the following:

• The size in mega pixels – that is, the resolution in pixels
• The theoretical speed of image acquisition from the sensor, as specified by the

manufacturer
• The technology used for the sensor (CMOS, CCD, shutter type, etc.)
• The quality characteristics of the sensor (signal-to-noise ratios, sensitivity,

dynamic range, bad-pixel quota, fixed-pattern noise, etc.)
• The maximum possible throughput of image data with the processor in the

camera given the required complexity of the algorithms used to process
images.

7.3.2.6 Inputs and Outputs
Since a smart camera is capable of processing images and making decisions based
on the content it also needs to be able to signal the decision made to the outside
world. A signal that merely turns on an alarm lamp does not need to be par-
ticularly fast; a real-time output is not needed here. But typically, in a quality
control process, an output signal will indicate that a failed part is to be removed
from the production line. In a fast-moving process such a signal will be required
within milliseconds of the decision. Here, it may be necessary to support the CPU
with dedicated hardware or FPGA logic to ensure that once the decision has been
made no further nondeterministic delays ensue.
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Some smart camera models reserve particular outputs for controlling external
lighting and may have a standardized connector for lighting too.

Similarly, input signals are needed to trigger image acquisition within
microseconds of an external event. It may be tempting to consider using the
processor, with its almost unlimited possibilities, to program logic combinations
in order to generate output signals or make use of combined input signals.
However, it may be important to reserve the processor for image processing
tasks and leave time-critical signaling to hardware or FPGA logic, without
intervention from the processor. Cameras with dedicated trigger inputs are
common; some models allow all inputs to be used for this function.

When comparing the characteristics of smart camera I/Os it is therefore impor-
tant to consider how many signals are needed for real-time and how many for
normal signal operation.

Users of smart cameras will be interested in the answers to many of the follow-
ing questions about the I/Os of a smart camera being evaluated:

• How many real-time and normal I/Os are available and are these fixed or more
flexible with bidirectional circuitry?

• How deterministic are the real-time I/Os? Can an exact timing relationship to
an image sensor event, for example, exposure time, be programmed?

• What is the electrical load that can be driven by outputs, both individually and
in total for the camera?

• What is the switching voltage level for the inputs – programmable logic con-
troller (PLC) levels, transistor–transistor logic (TTL), or programmable by the
user?

• Does the application require electrically isolated I/Os? Are they protected
against short circuit or reversed connections?

• Is there a requirement for differential inputs, for example, to reduce the inter-
ference on long signal lines?

• Are signals from position encoders with phase-shifted outputs to be used as
smart camera inputs? Can the camera interpret the directional information
from such signals correctly?

• Can output signals be generated by chains of logic, by combination with other
signals or with timers and counters? Can input signals be used as part of such
chains in order to trigger an internal event?

7.3.2.6.1 Field Buses The ability to integrate a smart camera into an industrial
process controlled by a PLC is a worthwhile goal. Since machine vision systems
are used in industrial environments it is becoming increasingly common to find
industrial standard buses and protocols in use with smart cameras. Protocols
based on industrial Ethernet stacks appear to be replacing older systems that use
RS485 or similar serial-bus technology [25]. Smart cameras, with their inherent
networking capabilities, are predestined to be used to implement industrial Eth-
ernet field buses.

At the very least, these protocols allow a PLC to start or stop a preprogrammed
machine vision task running on the smart camera or to allow signaling from
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Table 7.2 Common field bus protocols.

Name Type

PROFINET Industrial Ethernet
Ethernet/IP Industrial Ethernet
EtherCAT Industrial Ethernet
MODBUS/TCP Industrial Ethernet
MODBUS Serial
PROFIBUS Serial
CANbus Serial
IO-Link Serial

the camera to other devices in the process. Complete integration of the smart
camera’s programming interface into the control program of the PLC remains,
for the moment, a difficult task. Programming smart cameras often still requires
a detailed knowledge of machine vision in order to solve a visual inspection
or measurement task. According to participants in a podium discussion at
the SPS Drives trade fair in November 2014, many conventional or graphical
programming interfaces used to generate an application for the camera are
not yet compatible with PLC programming and many PLC programmers lack
explicit machine vision knowledge [26].

The multitude of different standards available makes a detailed analysis here
difficult. There are strong regional differences in the distribution of particular
protocol standards worldwide so we will restrict ourselves to listing a table of
common standards that are likely to be available in smart cameras now or in the
near future (Table 7.2).

Table 7.2 shows examples of common field bus protocols that may be available
in smart cameras.

N.B. Gateway products exist to convert from one field bus protocol to another
so that the absence of support for a particular protocol in a smart camera may
not exclude its use from a given automation process, as long as an appropriate
gateway is used.

7.3.2.7 Other Interfaces
Smart cameras may be fitted with other interfaces beyond the standard I/O sig-
nals and an Ethernet interface. Examples include USB host and USB on-the-go
(OTG) interfaces. A camera with a USB host interface emulates a PC. Host inter-
faces are used to connect USB peripheral equipment such as a computer mouse
or keyboard. External USB mass storage is also usable with a host interface. A
camera with a USB OTG interface is, itself, a peripheral device, for example,
implements a mass storage device to allow direct access to internal storage. With
OTG it is also possible to use point-to-point serial and network protocols via the
physical USB medium, for example, for debugging purposes or configuration of
the Ethernet network.
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Cameras with video outputs for the direct connection of monitors with a Video
Graphic Array (VGA), Digital Video Interface (DVI), or High-Definition Multi-
media Interface (HDMI) connector are available.

Monitor, mouse, and keyboard allow display and control of the OS (e.g.,
Windows®) or the application. The monitor may be needed to display the live
image seen by the camera, for example, when setting up lens and lighting when
the complete image is not transferred via the network.

Other interfaces, no longer as common in PC systems, are serial ports con-
forming to RS232, RS485, or RS422 standards.

7.3.2.8 Timers and Counters
An important feature of cameras used for machine vision is the inclusion of accu-
rate hardware timers and counters. Timers may be considered to be a special case
of counters that are supplied with a clock signal running at a known frequency.
Counters may be incremented or decremented using signals from an application
or potentially asynchronously from an external source via an input. Timers and
counters are often implemented in FPGA fabric so that they can be combined
with the logic used for triggers or to generate accurate output signals.

• The smart camera’s programming interface should include the ability to use
built-in timers and counters and allow for their use with I/O signals.

7.3.3 Programming and Configuring

A smart camera’s programming interface is arguably the most important aspect
involved in the selection of the camera. The amount of time needed and the level
of skills involved are essential factors involved in the cost of setting up a machine
vision system. If use of a smart camera requires new or different programming
skills than those already in use in an organization it may be necessary to recruit
new staff or to outsource programming to specialist companies.

Ideally, a smart camera will be programmed or configured using a skill, an OS,
or a library already well known from previous products or experience. By reusing
tried-and-tested methods ported from more traditional machine vision systems,
an end user can significantly reduce the time and effort needed to solve a problem.
Alternatively, the smart camera itself must provide an intuitive interface able to
be used by people who are not experts in the choice or implementation of image
processing algorithms.

In the following sections we will describe a number of different ways to pro-
gram or to configure smart cameras and provide examples of products using these
methods.

7.3.3.1 Scripting
Scripting means the use of a high-level programming language used for a
run-time environment that interprets the script directly, that is, it avoids the use
of a compiler stage.

Scripts have the advantages of a rapid prototyping system, that is, the effect of
changes in the script can be tested immediately after a change is made. By the
use of different but compatible interpreters for PC and smart camera systems
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it is possible to use identical scripts on both systems. The run-time interpreters
abstract the hardware and hide the differences from the user. Some smart cameras
will allow the creation and editing of scripts directly on the camera without the
use of a PC as a development system. Sometimes scripts are created by hand using
a text editor or they will be the result of a semi-automated process, for example,
a visual programming environment.

Compared to a compiled binary application, a traditional, interpreted script
may show a speed disadvantage due to the overheads of the interpreter.

An example of a scripting system used in machine vision is MVTec’s Embedded
HALCON using its HDevEngine product [27]. Examples of smart camera systems
supported are listed on the MVTec website [28].

7.3.3.2 High-Level Languages
High-level programming languages used in machine vision include C, C++, Java,
C#, or other languages implemented with the .NET framework. Although it is
beyond the scope of this book to discuss the comparative advantages or disadvan-
tages of individual programming languages it is important to note that the lan-
guage itself will significantly determine the work flow for programming a smart
camera. Here we describe a number of different work-flow methods.

7.3.3.2.1 Cross-Compiling In the case of traditional, compiled languages such as
C or C++, compiler and linker may not necessarily be installed on the camera
itself. This is due to the limited storage specifications of an embedded system and
the speed at which complex applications need to be compiled. It is therefore not
uncommon for a smart camera manufacturer to supply a “cross-compiler” suit-
able for use on a conventional PC – the host system. Here, all the advantages of an
integrated development environment (IDE), large volatile memory, and powerful
processor are harnessed to enable an application to be quickly written and com-
piled. The resulting binary files are often unusable on the PC itself, as it may use
a different CPU or OS, so they need to be transferred to the camera – the target
system – before being tested. IDEs such as Eclipse [29] largely automate the pro-
cess of integrating a cross-compiler and downloading compiled code to a target
system. Even remote debugging of an application is possible within Eclipse.

Of course, as embedded processors approach the performance values previ-
ously only reached by desktop systems, running graphical IDEs, and compiling
natively on the host system (i.e., the camera itself ) is becoming increasingly com-
mon. This implies, however, that the camera itself has all the interfaces needed
to emulate a small PC, for example, connections for mouse, keyboard, and for a
monitor. Once development of a machine vision application has been completed,
these interfaces may well remain unnecessary and unused, as well as occupying
valuable space for connectors or increasing the power consumption of the smart
camera.

7.3.3.2.2 Java and .NET In Java, the source code is converted to byte code which
is then converted within a machine-specific Java virtual machine (JVM) by a
“just-in-time” (JIT) compiler at run-time. In C# the .NET framework converts
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the source code to an intermediate form, the common intermediate language
(CIL) and the common language runtime (CLR) creates machine-specific code at
run-time. Both languages include garbage collection systems designed to make
memory management easier and safer but the unpredictability [30] of the time
requirements needed for the garbage collector should be seriously investigated
if deterministic processing is required. Both have the advantage of portability of
the executable code. It should be possible to create a single binary application
on one system, for example, a PC, and then transfer it without change to a smart
camera where it will work too. In reality the specific differences in hardware
(e.g., I/Os) between a PC and a smart camera may make using identical binaries
difficult.

7.3.3.2.3 Visual Programming Visual programming involves the end user of a
computer system constructing applications using graphical elements. Since the
nature of a machine vision system involves a large visual content it very much
makes sense to allow a user to see what the camera sees and to allow selection of
artifacts, regions, and objects within the camera image during the programming
stage. The effects of processing the image or the objects can then be shown to
the user who can make corrections or add further processing steps. By adding
the possibility to control I/Os, lighting and other peripheral parts of the camera
or to determine actions based on results, an approach to programming based on
problem-solving rather than image-processing theory is possible. Thus, a visual
programming technique to the configuration of a smart camera has long been
requested by end users.

However, the challenges for the designer to incorporate an intuitive, graphi-
cal programming interface into a smart camera are extremely complex. At the
underlying level a first-class image processing library is necessary to process the
images. The camera will need to be able to display not only the scene involved but
acceptable, easily identifiable graphical elements. The actual programming of an
application will require a pointing device like a mouse to drag and drop elements
and possibly a keyboard to enter textual information such as parameters.

A host PC usually has all the prerequisites for visual programming: a mouse,
keyboard, graphical display, and a powerful processor for controlling a complex,
graphical application. This approach has been used by smart camera manufactur-
ers such as Matrox [31] and National Instruments [32]. If the camera can supply
live images during the programming process the result of visual programming
can be a script, as noted above, or a binary application that can be transferred to
the smart camera.

Just as the development of smart phones and tablets has created spin-off
technology in the form of embedded processors suitable for smart cameras,
web-based control of devices has resulted in the need for more powerful
web-technologies. Examples include the development of extensive Java Script
libraries, a technology that has its roots in the original Netscape browser and
was first standardized in 1998 [33]. Another standard, HTML5 [34], aims to
improve multimedia support in browsers and includes the WebSocket API [35]
for two-way communications between a web server and browser.



416 7 Smart Camera and Vision Systems Design

Smart cameras usually come with the prerequisites needed to implement
browser-based configuration and control:

• Ethernet network support, often 1000BASE-T/IEEE 802.3ab “Gigabit” Ether-
net

• OSs with complete TCP/IP stacks
• The ability to make use of modern web servers supporting the WebSocket API.

A major advantage of this approach is that no software other than a standard
browser is needed on the PC used to configure or monitor the smart camera, as
long as standardized, nonproprietary technologies are used. Equally important:
by making use of the powerful CPU and GPU technology contained in a mod-
ern desktop PC, the work-intensive display of graphical information is not han-
dled by the smart camera, leaving its resources free to handle real-time machine
vision tasks.

An example of a smart camera using web-based configuration is the MATRIX
VISION mvBlueGEMINI [14].

7.3.3.3 Third-Party Tools
In addition to tools specifically designed by camera manufacturers for their own
products a number of third-party tools and libraries exist. One, MVTec’s HAL-
CON, has already been mentioned because it has been explicitly ported to several
smart cameras.

Libraries may be available in source-code, particularly if the smart camera has
an open OS such as Linux®. An example of this type of library is “Open Source
Computer Vision” (OpenCV) [36]. In theory, given sufficient information from
the camera manufacturer and an adequate SDK an end user can build and use
such libraries without explicit support from the manufacturer.

A camera that uses the Windows® OS and a CPU based on Intel’s x86 archi-
tecture can often be used just like a Windows® PC, that is, commercial machine
vision libraries may be installed in binary form. For example, the discontinued
Ximea CURRERA-R smart camera, using Windows® and an Intel® AtomTM

x86 Z530 CPU, was able to support the full PC version of HALCON, Cognex®
VisionPro®, MathWorks MATLAB®, Matrox MIL, and National Instruments
LabVIEW, amongst others [37].

7.3.4 Environment

7.3.4.1 Power Dissipation
Power dissipation has already been mentioned in Section 7.3.2.1 since the main
source of power dissipation is normally the most complex device – the proces-
sor or an FPGA. However, care must be taken when comparing manufacturers’
data sheets for such devices. A typical scenario for a smart camera being used
for machine vision in a manufacturing process is 100% CPU load, 24 h a day,
7 days a week. Therefore, power figures referring to terms such as “typical power
dissipation” (TDP) or “scenario power dissipation” (SDP) depend on the exact
definition of these terms, sadly often lacking. In fact, CPUs designed explicitly
for smart phones and mobile devices will have power requirements based on a
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completely different scenario than that common in machine vision because the
power-hungry components of a smart phone, the display, and the wireless con-
nection, are only used intermittently.

The term Green Automation has been adopted by smart camera manufactur-
ers wishing to highlight the advantages of embedded vision systems in terms of
energy conservation.

Strongly related to the power requirements is the maximum ambient tempera-
ture for the machine vision system as part of the designated application. Consider
the following real example.

A small smart camera in a metal casing (zinc die-cast with a size of
100 mm× 50 mm× 40 mm) has a thermal resistance of 4.15 K W−1. The electron-
ics within the camera generate approximately 7 W of thermal energy resulting in
a temperature difference across the casing of:

4.15 K W−1 × 7 W = 29 K

With an ambient temperature of 23 ∘C the temperature of the outside of the
case is measured to be 49 ∘C after an appropriately long settling time. A cam-
era this hot is already uncomfortable to be held in the hand. Far more impor-
tant is the fact that the inside temperature of the camera is likely to be nearly
30 ∘C higher.

Clearly, the camera in the above example will need to be redesigned with a
different material (e.g., aluminum) to reduce the thermal resistance or to use
sophisticated passive components such as heat sinks or heat pipes in order to
be used at higher ambient temperatures, otherwise the temperature within the
casing will exceed the nominal limits for many components being used. Even if
the manufacturer has chosen the majority of electronic components to conform
to military grade use, most commercial image sensors are simply not specified
to work at these high temperatures. The result will be higher noise levels in the
image data and shorter component lifetimes. In this example it would also seem
appropriate to try to reduce the power dissipated by the camera. By halving the
thermal resistance and reducing the power requirements to 5 W, the temperature
difference across the casing will be reduced to around 10 ∘C.

Machine vision systems based on desktop PCs do not have this problem – they
will, of course, contain a number of fans and ventilation slots. However, active
cooling methods with moving parts are unlikely to be popular in many situations
where a smart camera is used since they are likely to be considerably less reliable
than passive methods.

Implementing very low power devices opens up new possibilities for reducing
cabling, for example, a smart camera with a power requirement of only 5 W may
be designed with a Power-over-Ethernet (PoE) option that uses existing Ethernet
cables for the network and power supply.

7.3.4.2 Ingress Protection
One of the major advantages of smart cameras over PC-based systems is the abil-
ity to deploy them in harsh environments. Here, the ingress protection (IP) class
of the casing plays an important role when choosing a smart camera. The IP class
defines whether the internal electronics are protected against moisture or dust
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Table 7.3 IP classes commonly used for smart cameras.

IP class Protection against …

IP30 Objects >2.5 mm, not protected against harmful ingress of water
IP40 Objects >1 mm, not protected against harmful ingress of water
IP51 Dust protected, dripping water
IP65 Dust tight, water jets
IP67 Dust tight, immersion up to 1 m
IP68 Dust tight, immersion beyond 1 m

Figure 7.5 IP67 and standard Ethernet
connectors. (Photo: Gray.)

and are regulated by the international ANSI/IEC standard number 60529 [38].
Table 7.3 shows examples of IP classes commonly available in commercial smart
cameras. An important fact to note is that a higher IP class will usually require
appropriate connectors and cables. These are likely to be more expensive than
standard equipment. Figure 7.5 shows a circular (M12) x-coded Ethernet con-
nector certified to IP67 and the equivalent, standard RJ-45 network plug. The
IP67 version is considerably more expensive than the standard connector.

Even if the application environment does not require a high IP class for the
smart camera the extra costs for specialist cables may adversely affect the total
project budget.

7.4 Vision Sensors

Figure 7.6 shows a vision sensor with programming device, mounted and used in
a typical application. The device has a built-in lens and lighting but is nevertheless
smaller than a typical smart camera (specifically 50 mm× 50 mm× 40 mm with-
out cables). A separate viewing and configuring device is available (shown in the
image), making the use of a PC unnecessary. This vision sensor is also typical in
that it is available in a number of different variations. For example, there is a model
specifically for code reading and one fitted with infra-red lighting [39]. If the end
user has a requirement that can be met with one of these options off-the-shelf
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Figure 7.6 BVS-E vision sensor. (Photo courtesy of Balluff GmbH.)

there is no need to invest in extra software packages, making the vision sensor an
economic alternative to a programmable smart camera.

Since smart cameras and vision sensors are very closely related, in the following
sections we will restrict ourselves to mentioning only the differences between the
two categories or highlighting similarities when they are especially relevant to
vision sensors.

7.4.1 Applications

Typical vision sensor camera applications are those that require less computing
power, have less available physical space or will be controlled by operators less
skilled in machine vision than for smart camera applications. Complex or unusual
applications are not usually realized with vision sensors for the simple fact that
manufacturers concentrate on implementing the most common requirements for
the mass market. Users requiring more flexibility are expected to use more expen-
sive smart camera models.

Essentially, the same list of examples of smart camera applications can be
applied to vision sensors. If the device has been specially designed for one of
these tasks its performance may even be better than a flexible smart camera.
However, if the processing unit is not as powerful, only simplified versions of
these application types may be possible. Please compare with the smart camera,
Section 7.3.1.

• Bar code and data matrix reading. Printed or stamped codes, possibly with
known position, size, and rotation

• Simple OCR for known fonts
• Identification of parts for simple sorting
• Elementary quality checks for completeness in manufacturing, for example,

fill-level control, presence of all component parts
• Counting or classifying objects according to shape or color
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• Replacement for other sensors such as photoelectric barriers
• Machine vision applications where small size and low weight requirements are

combined with difficult accessibility for cables, for example, movable robots
and robotic arms.

7.4.2 Component Parts

Despite the possible differences in application fit, the basic hardware of vision
sensors resembles that of smart cameras.

A processor capable of being programmed and able to implement machine
vision algorithms is essential, whether as a separate CPU or DSP or integrated
into another device with its own video pipeline. FPGAs or FPGA/SoCs are also a
possibility here since they are available in many different combinations: the num-
ber of logic gates in the FPGA fabric and the number and speed of CPU kernels
can be scaled down to the minimum necessary to implement specific machine
vision applications without essentially changing the hardware or software design
structure.

Likewise, memory and storage requirements can be reduced and unnecessary
interfaces removed if a known set of machine vision applications are available.

The choice of image sensors is likely to be smaller and reduced resolutions
common, since the basic processing power of vision sensor may prohibit han-
dling large amounts of data. For example, while image sensors with 5 megapixels
(i.e., 2592× 1944 pixels) are found in smart cameras, vision sensors may use VGA
formats (i.e., 640× 480 pixels) and less complex optics.

Some form of I/O lines will still be necessary in order to trigger image acqui-
sition or signal results. A network interface may not be strictly necessary or may
be implemented at lower speeds. The simpler field bus protocols, better suited to
signaling sensor results (e.g., IO-Link) are likely to become available to facilitate
integration of vision sensors into industrial processes.

7.4.3 Programming and Configuring

If a user of vision sensors is assumed to be less skilled in machine vision applica-
tions than a smart camera user it follows that the configuration interface should
be simpler to operate. For some applications fewer parameters are presented to
the user.

A vision sensor built with a single purpose in mind may contain comparatively
simple application software, but if the vision sensor is not going to be unduly
restricted in its field of operation, this means, paradoxically, that the software
built into the device might need to be more intelligent and more complex to
design than for a smart camera – the built-in intelligence needs to replace the
missing machine vision knowledge of the user. Given the restrictions on per-
formance, size, and cost presented to a vision sensor designer, requiring more
intelligence represents a design challenge. Vision sensor manufacturers solve this
conundrum by placing restrictions elsewhere, normally by implementing only a
limited number of fixed applications, allowing only one type of application to
be “loaded” into the vision sensor at one time, or requiring a separate device for
configuring than the one used to program the vision sensor.
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7.4.4 Environment

The environmental considerations for vision sensors are very similar to or even
more demanding than those for smart cameras. As vision sensors tend to be
smaller than smart cameras they may be located closer to potentially hazardous
processes and farther away from people. A casing with a very small volume, that
nevertheless still contains a complex microprocessor system, is difficult to keep
cool and more difficult to repair.

7.5 Embedded Vision Systems

Embedded vision systems differ from smart cameras and vision sensors in that the
vision processing and I/O are physically separated from the camera by a cable and
the camera sends images back to the embedded vision system over a standard dig-
ital bus via an imaging communication standard like USB3 Vision or GigE Vision.
Separating the computational unit and I/O from the camera, lens, and lighting
has a few drawbacks but provides for several advantages relative to smart cam-
eras and vision sensors that make it appealing for high performance, specialized,
or multi-camera systems.

The advantages of the embedded vision system approach are higher per-
formance processing, multi-camera connectivity, quantity and variety of I/O,
flexibility in component selection, and flexibility in system integration. The
tradeoffs for these advantages are that embedded vision systems are typically
more complex to set up and program, and are more expensive than smart
cameras or vision sensors.
• Higher performance processing: The larger size and heat dissipation capabilities

found in embedded vision systems allow for the use of higher performance pro-
cessors, more memory, and more disk space. Most embedded vision systems
at the time of this writing incorporate an Intel® CoreTM i7 class multi-core pro-
cessor @ 2+GHz, 4 or 8 GB DDR3 RAM, and 32 or 64 GB SSD.

• Multi-camera connectivity: Embedded vision systems typically have 4+ GigE
camera ports and 2+ USB 3.0 camera ports for connectivity to multiple cam-
eras, networks, and peripherals. Combined with the higher performance pro-
cessing, a single embedded vision system can replace multiple smart cameras
and/or vision sensors in a system as long as the allowed cable lengths between
camera and embedded system are acceptable. Typical limits are ∼3 m for USB
3.0, ∼50 m for GigE. These distances will vary considerably depending on elec-
tromagnetic compatibilty (EMC) environmental conditions, cable and connec-
tion quality, and parts used in the interface on the embedded vision system.
These distances can be extended through the use of active cables at the expense
of higher cost/size of the cable. Using a single consolidated embedded vision
system with multiple cameras makes sense when information from these cam-
eras needs to be consolidated to make pass/fail or inspection decisions. It can
also be more cost-effective for multi-camera systems, especially for a larger
number of cameras, as the processing is consolidated and more efficiently uti-
lized than in the distributed processing model necessary with multiple smart
cameras.
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• Quantity and variety of I/O: The reasoning here is similar to that for the pro-
cessor selection: a larger size and bigger thermal capacity mean many more
options for the included I/O. A typical I/O set is represented by that included
on the NI Compact Vision System (CVS):
eight ISO input (0–24 V, 100 kHz)
eight ISO output (5–24 V, 20 kHz)
eight bidirectional TTL (0–5 V, 2 MHz)
two bidirectional (differential or single-ended) (0–5.5 V, 5 MHz).
In the case of the NI CVS this I/O is all routed through a user-programmable
FPGA. The unit ships with a default FPGA personality for common inspection
I/O tasks, but also allows users to customize that personality or write their
own to enable application specific high-performance I/O capabilities. Some
embedded vision systems come with expansion slots (typically some form of
PCIe) to add additional I/O cards as necessary.

• Flexibility in component selection: Embedded vision systems allow for the most
flexibility in component selection. They are designed to work with any standard
cameras that comply to industry camera bus specifications. Industrial cameras
usually come with a much wider selection of image sensors and with a more
rapid release cycle with the newest sensors as compared to vision sensors and
smart cameras. You can also choose to incorporate line scan cameras, specialty
short wave infrared (SWIR) or thermal cameras, or any other camera that you
can find that conforms to the USB3 or GigE Vision standards. There is cor-
responding flexibility in lens and lighting choices. Lighting and lens vendors
carry hundreds of standard products in their catalogs, and even still, a large
percentage of their business involves customized products for specific applica-
tions. Vision sensors and smart cameras are designed for the majority of cases.
For applications outside those use cases, an embedded vision system paired
with separate camera, lens, and lighting components from a mix of vendors is
the usual system architecture.

• Flexibility in system integration: If necessary, embedded vision systems give
system designers the ability to more closely couple sub-systems in a machine
than vision sensors or smart cameras. Vision sensors and smart cameras
process results onboard, and then send results either as a digital trigger, or
as a value over a network bus to a PLC or industrial PC (IPC), which then
takes appropriate action based on its programming (often some type of state
machine logic). While sufficient for many applications, this architecture of
separate vision system and machine controller can represent a big challenge
for those applications that need higher performance, specialized processing,
or more integration. Embedded vision systems allow for I/O processing,
multi-camera processing, motion controller integration, data decimation,
web servers, direct human machine interface (HMI) connectivity, and more
to facilitate system consolidation and integration for these more challenging
applications.

An embedded vision system is often compared to a desktop PC during the
system selection process. While similar in terms of computing power, an embed-
ded vision system (or Industrial PC with integrated frame grabber) has some key
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differences that set it apart. The below mentioned differences all boil down to
more rugged equipment that is more reliable and able to stand up to deploy-
ment in a variety of factory floor situations for much longer than a standard
consumer/business grade PC. Often the term MTBF “mean time between failure”
is brought up when considering the difference in “uptime” between an embedded
vision system and a standard PC. Factors that contribute to giving embedded
vision systems generally much higher reliability and longevity include:

• Fanless design and greater temperature range specifications: A system fan
is a key point of failure in a computing system, especially in long-term
deployments and in the less-than-sterile factory floor setting. Fanned sys-
tems deployed in such settings come with a recommended maintenance/
replacement schedule that adds to total cost of ownership of the system and
increases the risk of a failure. Fanless embedded vision systems are designed
with industrial components with wider operational temperature range ratings
and remove the fan as a point of failure.

• Better shock and vibration ratings and testing: Embedded systems manufactur-
ers typically put their equipment through a more rigorous testing and qualifica-
tion plan that includes different shock and vibration requirements not required
of standard PCs. To meet these requirements, different printed circuit board
layout and/or manufacturing processes may be employed.

• Full bandwidth on each camera port: Embedded vision systems are designed to
sustain full bus bandwidth from each individual USB3 or GigE port to stream
lots of data from multiple cameras. Consumer USB and GigE ports are typi-
cally multiplexed (multiple ports share bandwidth) as they are intended for the
much lighter/intermittent data throughput requirements from peripherals and
networked storage devices. Embedded vision system GigE ports also typically
timing and synchronization capabilities such as the IEEE 1588 precision time
protocol (PTP) that are not generally supported on standard PCs.

• SLC versus MLC memory solid state memory: Consumer grade devices use
MLC (multi-level cell) memory to allow for a higher data density with just a
small increase in cost and size. However, this comes with trade-offs in terms
of reliability and performance. Embedded vision systems (along with military,
avionics, and other industrial applications) will often use SLC (single-level cell)
memory for added performance and reliability because of the increased cost
of amending failure and bad/corrupted data in these applications [40].

• Built-in hardware defined I/O for timing, triggering, and signaling: The I/O on
embedded vision systems will be designed for connection to 24 V I/O industrial
sensors/relays, quadrature encoders, and camera triggers. It is often backed by
an FPGA to implement custom I/O behavior in the device firmware for com-
mon machine vision application tasks such as recording position of a quadra-
ture encoder and queuing a trigger pulse at a set distance down the line to
trigger an ejection mechanism [41].

An example of an embedded vision system is the CVS from National Instru-
ments [42] shown in Figure 7.5. This product can be configured with a real-time
OS based on Linux® or Windows® and contains a quad-core Intel® AtomTM pro-
cessor. It is supplied with considerably more RAM (e.g., 4 GB) and the casing is
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Figure 7.7 NI compact vision
system. (Photo courtesy of
National Instruments.)

larger than our example smart camera (specifically 130 mm× 108 mm× 61 mm
without camera heads and cables) (Figure 7.7).

7.5.1 Applications

The list of potential applications for an embedded vision system includes all of
the possible areas mentioned in Section 7.3.1 for a smart camera. The higher
processing power and larger I/O set of an embedded vision system will open up
new opportunities in the high-end range of applications or for time-critical sit-
uations. The increased physical size and thermal envelope may preclude it from
others. Specific areas where embedded vision systems are applicable are for high
camera count applications and vision-guided motion or closed loop control based
on vision results.

7.5.1.1 Multi-Camera Applications
Some applications, for example, in automotive or electronics manufacturing,
employ many cameras for different types of inspection or inspection at different
parts of a manufacturing cell. Often, this is a sequential process where not all
the cameras are in operation concurrently. These types of applications could be
solved with a network of Smart Cameras connected to the automation bus in
the system to pass inspection results, but the smart cameras would sit idle for a
majority of the total automation process time. A potential alternative is to use
multiple standard GigE or USB3 cameras connected back to a single embedded
vision system. The higher power processing available in an embedded vision
system can handle concurrent acquisition and inspection, correlation of results,
and the relevant I/O for timing and triggering of different parts of the system.
In this case, even though the unit cost of the embedded vision system is greater
than that for a smart camera, the total system cost could be less because of the
consolidation and increased utility of the available processing power [43].

7.5.1.2 Closed Loop Control Applications
Another class of applications where embedded vision systems are employed are
those that require some sort of closed loop control between the vision system
and I/O to complete a task. Vision-guided motion falls into this category, as does
correlating vision measurements with specialty sensors, analog I/O, or mea-
surements outside the typical I/O set of a smart camera or vision sensor. Some
embedded vision systems have the capability to integrate a motion controller
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on the same processor as the vision processing, and thus close the control loop
to pass position or velocity setpoints to the motion controller. Other configu-
rations involve connecting EtherCAT motion drives directly to an embedded
vision system. These configurations can be used in web inspection/alignment
applications or in path following applications like using a robotic arm or gantry
to apply adhesive/sealant to a part with a variable profile. An example of closed
loop control with I/O would be an alignment process where the output of the
vision system is not a pass/fail decision or a digital I/O (DIO) trigger but an
analog signal or digitized value that is proportional to the “error” measured using
machine vision algorithms to derive information from the source images. The
error signal is then used as an input to a PID (proportional-integral-derivative)
or model-based control algorithm to control a process.

7.5.2 Component Parts

An embedded vision system consists of a self-contained processing unit and a
separate camera or cameras. All of the criteria for design decisions mentioned for
smart cameras apply equally to these systems. By making use of standard cam-
era interfaces such as USB3 Vision or GigE Vision a wide range of cameras from
different manufacturers will give the end user more flexibility in a single system
than with a smart camera or vision sensor series, with their limited number of
sensor options. Higher power processing elements and a wider range/quantity of
I/O are also available.

7.5.3 Programming and Configuring

Programming and configuration concepts known from the PC and general
embedded systems worlds are usually used for embedded vision systems.
In the example CVS system, National Instrument’s LabVIEW development
environment is used.

7.5.4 Environment

Despite the rugged casing, some embedded vision systems may have to be located
away from hazardous areas due to physical size and weight or lower IP classes. In
this case, the maximum length of the cables between the computing unit and the
cameras may become significant and should be carefully considered at the design
stage.

A processor system that is more powerful than that used in a small smart cam-
era is likely to generate more heat, but the larger casing can be equipped with
adequate passive cooling systems to allow a similar range of ambient temper-
atures to that allowed for the smaller devices. A typical temperature range for
embedded vision systems is 0–55 ∘C.

7.6 Conclusion

We have seen that the skills involved in designing or just deploying vision systems
of any kind are related more to microelectronics and computing systems than to



426 7 Smart Camera and Vision Systems Design

machine vision themes. These systems are smaller versions of more traditional,
PC-based designs that use standard cameras but they contain components and
interfaces suited to the conditions prevailing directly at the point of interest in an
application. They are robust and may contain sophisticated software that, for the
end user, reduces the complexity of solving problems with machine vision.

Placing the computer and camera together can reduce the intricacy of the data
transmission infrastructure and make servicing or replacement of individual
units easier. However, the computing power of small devices sets a natural limit
on the speed or complexity of machine vision applications realizable with these
systems.

Having decided that a vision system is a viable possibility for a particular appli-
cation it should be possible to decide on which category – smart camera, vision
sensor, or embedded vision system – best suits the application and then to com-
pare the key features of commercial products. Alternatively, developers wanting
to build their own custom system from component parts should now have a list
of key decisions that need to be made in order to create a successful product.

As far as the future is concerned, as faster and more powerful CPUs and
other devices are developed to keep pace with the worldwide demand for
mobile equipment, the spin-off technology is likely to make its way into smart
cameras and other vision systems – vision systems will get faster and smaller.
The way these systems are configured or programmed will also need to be
simplified if they are to establish themselves successfully for automation – a PLC
programmer, who is capable of integrating a complex machine like a robot into
an industrial process, also needs to be able to add vision components in the same
way without having to understand all the details of machine vision. The physical
interface between the vision system and the automation process is likely to be
an industrial Ethernet protocol.
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8.1 Overview

Machine vision acquisition architectures come in many different forms, but they
all have the same end goal. That goal is to get image data from a physical sensor
into a processing unit that can process the image and initiate an action. This goal
is the same for personal computer (PC)-based machine vision systems, embedded
compact vision systems, and smart cameras.

All physical architectures have the same starting point and ending point: you
have a sensor on one end and a processing unit on the other.

The focus of this chapter is on the camera bus, the interface device, the com-
puter bus, and the driver software. When designing your machine vision system,
you will need to make decisions and tradeoffs based on the strengths and weak-
nesses of each of these components.

The camera bus section discusses the most popular mechanisms for getting
data from a camera to the interface device. Each camera bus has its own strengths
and weaknesses. The section explores the very different approaches used in
machine vision, and the evolution from the analog approach to vision-specific
digital buses to leveraging cost-effective commercial digital buses.

The interface device connects the camera bus and the computer bus. The inter-
face device is necessary because the camera does not directly output data in the
same format that the computer uses internally. Even if the camera bus and the
computer bus use the same protocol, an interface device is still needed to phys-
ically convert data from the cable to the motherboard. Machine vision interface
devices vary in price, complexity, and performance. Interface devices that are
specifically designed for machine vision, commonly referred to as frame grabbers,
include many convenient features such as triggering support, image reconstruc-
tion, and preprocessing. General-purpose interface devices such as the universal
serial bus (USB) and gigabit ethernet are so simple that the interface device con-
sists of no more than a connector and a microchip, leaving the necessary machine
vision features to either the camera or the host processor.

As technology has evolved over the years, so have the computer buses. This
section discusses the buses that have defined the decades, such as Industry

Handbook of Machine and Computer Vision: The Guide for Developers and Users,
Second Edition. Edited by Alexander Hornberg.
© 2017 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2017 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Standard Architecture (ISA), Peripheral Component Interconnect (PCI), and
PCI Express as well as the intermediate buses such as Extended Industry
Standard Architecture (EISA), 64-bit PCI, and PCI-X. This section also explores
how each of these buses paved the way for PC-based machine vision.

The chapter concludes with a discussion on driver software. The driver soft-
ware is responsible for getting images from the camera into the computer. The
software does this by interacting directly with the interface device. It also serves
as the interface between the programmer and the machine vision system. In addi-
tion to receiving images from the camera, the driver software also provides many
convenient features such as software mechanisms for controlling the camera, for
displaying images, and for transferring images to the disk for later viewing or
processing.

After reading this chapter, you will have a thorough understanding of the image
acquisition component of a machine vision system. You will be able to evalu-
ate your application needs and pick the right camera bus, interface device, and
computer bus for your application. This knowledge will help you ensure that
you meet your image acquisition form factor and performance goals without
over-engineering your vision system.

8.2 Camera Buses

The first machine vision systems used analog signals to send images from a
camera to an acquisition device. For more than 50 years, analog video signal
standards have helped ensure compatibility among a wide range of cameras,
monitors, and frame grabbers. A camera from any manufacturer would likely
work with a frame grabber from another manufacturer, provided the cameras
use one of the standard video formats. The same video standards that promoted
nearly universal compatibility also limited the performance of the camera
for some applications. These common standards also diminished the ability
of camera companies to differentiate their products. Since the development
of analog video standards, several additional buses of interest for machine
vision applications were developed for transmitting image data. When digital
technology became available, there was a proliferation of proprietary parallel
digital interfaces in the 1990s that caused confusion because of widely varying
implementations and little or no interoperability. FireWire/IEEE 1394 was
introduced by Apple Inc. in 1987 as a general data transfer bus that could be
utilized in vision applications, and Camera Link was developed specifically for
machine vision and introduced in 2000 to bring standardization to the many
varying parallel digital implementations out there. Since then, both approaches
(specialized vision buses and adopting standards based on commercially avail-
able general-purposes buses) have been progressing. GigE Vision and USB3
Vision standards both utilize technologies well established in other markets
and, through the introduction of additional specifications in recent years,
have been adapted specifically for machine vision applications. CoaXPress and
Camera Link HS (CLHS) were developed concurrently and specifically to be
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high-bandwidth deterministic buses specific to vision applications. GigE Vision
was released in 2006, and was followed by CoaXPress in 2009, CLHS in 2012,
and USB3 Vision in 2013.

In recent years, there has been a big push for standardization of camera buses
across the industry. In 2009, the three leading vision associations (Automated
Imaging Association (AIA), European Machine Vision Association (EMVA),
and Japan Industrial Imaging Association (JIIA)) agreed to cooperate in the
development and management of vision standards through a cooperative agree-
ment and initiative called “G3.” VDMA (Verband Deutscher Maschinen- und
Anlagenbau, German Engineering Association) and CMVU (China Machine
Vision Union) have since joined the G3 effort. The Future Standards Forum
(FSF) was established under G3 to provide standards oversight and strategic
guidance in the development of standards and to minimize the creation of
conflicting standards within the machine vision industry. An early significant
accomplishment was the publication of the “Global Machine Vision Interface
Standards” brochure to give end users a comprehensive and unbiased reference
and comparison between standards and serves much the same purpose as the
camera buses section of this chapter. Currently, the AIA hosts the GigE Vision,
Camera Link and CLHS, and USB3 Vision standards. EMVA hosts the 1288 and
GenICam standards. JIIA hosts CoaXPress and various lens mount standards.
The “Global Machine Vision Interface Standards” brochure as well as more
information on each standard (specs, committee members, meetings, versions,
etc.) can be found at the respective trade association websites.

• AIA-Advancing Vision+ Imaging (AIA) (http://www.visiononline.org/vision-
standards.cfm)

• European Machine Vision Association (EMVA) (http://www.emva.org
/cms/index.php?idcat=23&lang=1)

• Japan Industrial Imaging Association (JIIA) (http://jiia.org/en/standardization
/outline/).

The following sections describe each camera bus. Analog, parallel-digital,
and FireWire are now considered legacy camera buses and are no longer
recommended for new designs. A summary is included, as understanding the
evolution of camera bus technology is instructive in considering the currently
available buses and standardization efforts.

8.2.1 Software Standards

8.2.1.1 GenICam
Machine vision cameras are becoming increasingly sophisticated and can
do much more than return an image. With onboard reconfigurable FPGAs
(field-programmable gate arrays) to implement camera firmware, camera
manufactures have the ability to put a lot of functionality right on the camera.
Processing the image and appending the results to the image data stream,
controlling external hardware, and doing the real-time part of the application
have become common tasks for machine vision cameras. As a result, the
programming interface for cameras has become more and more complex.

http://www.visiononline.org/vision-standards.cfm
http://www.visiononline.org/vision-standards.cfm
http://jiia.org/en/standardization/outline/
http://jiia.org/en/standardization/outline/
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Figure 8.1 Components of the GenICam Standard. GenICam version 1.0 released in late 2006,
version 2.0 in 2009, and 2015 version 3.0 release [1].

The goal of GenICamTM is to provide a generic programming interface for cam-
eras no matter what interface technology (GigE Vision, USB3 Vision, CoaXPress,
CLHS, Camera Link, 1394 DCAM, etc.) they are using or what features they
are implementing. With GenICam, the application programming interface (API)
should be always the same. This allows for much more efficient integration of
cameras into larger applications and reuse of knowledge and code across appli-
cations. The GenICam standard is maintained by the EMVA.

The GenICamTM standard consists of multiple modules according to the main
tasks to be solved:

Generic transport layer (GenTL) standardizes the transport layer programming
interface. This allows enumerating cameras, accessing camera registers,
streaming data, and delivering asynchronous events. Since GenTL is a fairly
low level interface, end users usually rely on a software development kit (SDK)
instead of directly using GenTL. GenTL’s main purpose is to ensure drivers
and SDKs from different vendors work seamlessly together.

Generic application programming interface (GenApi) standardizes the format of
the camera self-description file. This file lists all of the features that are imple-
mented by the camera (standard and custom) and defines their mapping to
the camera’s registers. The file format is based on XML and thus readable by
humans. Typically, this file is stored in the camera firmware and is retrieved by
the SDK when the camera is first connected to a system.

Standard feature naming convention (SFNC) standardizes the name, type, mean-
ing, and use of camera features in the camera self-description file. This ensures
that cameras from different vendors always use the same names for the same
provided functionality.

Generic control protocol (GenCP) standardizes packet layout for the control pro-
tocol and is used by interface standards to reuse parts of the control path imple-
mentation (Figure 8.1).

8.2.1.2 IIDC2
The IIDC2 standard, which is a successor to IIDC for FireWire cameras, defines a
flexible-fixed camera control register layout. All details are defined for how each
feature, such as exposure time, is mapped to the register space, representing a
very simple approach to camera control (Figure 8.2).
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Figure 8.2 Components of the IIDC2 Standard [1].

IIDC2 aims to be

• Easy to implement and use
• Accessible to camera control registers
• Expandable for vendor-specific functions
• A common controlling method for all cameras
• Usable on IEEE 1394, but also on USB3 Vision, CoaXPress, and future inter-

faces
• Able to be mapped to a GenICam interface.

The standard offers an easy method for controlling cameras by only reading/
writing registers directly inside the camera. All information regarding camera
functionality is in the camera control registers. Users can determine supported
features by reading the registers.

The register mapping works as a semi-fixed method, meaning a fixed mapping
for accessibility and a free mapping for expandability. The camera functions
are categorized into basic functions (fixed register layout and its behavior)
and expanded functions. Functions can be added freely by the vendor, its
register layout is selectable from the list in the specification, and its behavior
is vendor-specific. When using IIDC2 registers with GenICam, the camera
description file can be common for all cameras because the IIDC2 register layout
is defined in the specification [1]. The IIDC2 standard is maintained by JIIA.

8.2.2 Analog Camera Buses (Legacy)

Industrial analog cameras use a coaxial cable to transmit an analog video signal
from the camera to an image acquisition device or monitor. The analog video sig-
nal transmitted by the camera uses the same composite video formats used by TV
stations to broadcast video signals around the world. For color video signals, there
are two main video standards: National Television Systems Committee (NTSC)
and Phase Alternative Line (PAL). NTSC was more common in North America
and Japan, and PAL was more common in Europe. For monochrome video sig-
nals, the two main video standards were Electronic Industries Association (EIA)
RS-170 and Consultative Committee for International Radio (CCIR). RS-170 was
common in North America and CCIR was common in Europe. Analog television
broadcasting is now considered a legacy technology. Most of the developed world
has switched or is in the process of switching to digital television [2].
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8.2.2.1 Analog Video Signal
The analog video signal is generated when the image sensor in a camera is
scanned. The image sensor is a matrix of photosensitive elements that accumu-
lates an electric charge when exposed to light. Once the image sensor is exposed,
the accumulated charge is transferred to an array of linked capacitors called a
shift register. An amplifier at one end of the shift converts the charge on the
capacitor to voltage and drives the voltage onto a coaxial video cable.

Charges are sent to the amplifier as the image sensor is scanned. This creates
a continuous analog voltage waveform on the video cable. The amplitude of the
video signal at some point in time represents the luminance, or brightness, of a
particular pixel. Before each line of video, a signal known as the back porch is
generated. The back porch signal is used as a reference by the receiver to restore
any DC components from the AC-coupled video signal. The period when the DC
components are removed is called the clamping interval.

Color information, or chroma, can be transmitted along the same coaxial cable
with a monochrome video signal. The chroma signal is created by modulating
two quadrature components onto a carrier frequency. The phase and amplitude
of these components represent the color content of each pixel. The chroma is
added to the luminance signal to create a color composite video signal.

8.2.2.2 Interlaced Video
According to the composite video format, an image frame is transmitted as two
independent fields. One field contains all the odd lines, and the other contains all
the even lines. When two independent fields are used to transmit an image, it is
called interlaced video transfer. Figure 8.3 shows a diagram of an interlaced video
frame. In the RS-170 interlaced video format, frames are transmitted at 30 Hz, but
the fields are updated every 60 Hz. The effect of interlaced video transfer is that
the human eye perceives a 60-Hz video update rate when watching a monitor, as
opposed to the true 30-Hz full image update rate.

8.2.2.3 Progressive Scan Video
Although interlaced video can deceive the human eye into seeing a higher video
update rate, the reconstructed image of a moving object looks blurred when
viewed as a single frame. This is because the odd and even lines were exposed

Horizontal sync pulses

Vertical sync pulses

Interlaced video signal
RS-170 standard

Even field Odd field

Line 0 Line 2  Line 4 Line 1 Line 3 Line 5

+0.714 V

+0.054 V
  0 V
–0.286 V

Horizontal sync pulses

Figure 8.3 Interlaced video frame.
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at different times. Progressive scan cameras are designed to eliminate motion
blurring. Such cameras expose and scan the entire image sensor without inter-
lacing even and odd lines. The result is improved performance for applications
where the objects are constantly moving.

8.2.2.4 Timing Signals
In addition to video data, composite video signals also carry synchronization
signals to designate the beginning of a field or line. A horizontal synchroniza-
tion (Hsync) pulse is generated at the beginning of a line, and is seen as a
negative-going pulse in the video stream. A vertical synchronization (Vsync)
pulse is a negative-going pulse that designates the beginning of a field. Figure 8.4
illustrates a composite video signal.

The color burst is a timing signal used to decode color information from a
video waveform. The color burst appears on the back porch, at the beginning
of each line. It is a sinusoid whose frequency is equal to that of the chroma
carrier signal. The color burst is used as a phase reference to demodulate the
quadrature-encoded chroma signal.

The RS-170 video standard uses a 640× 480 frame size. Seven-hundred and
eighty discrete pixel values are transmitted between Hsync pulses, and 640 of
the pixel values transmitted are active image pixels that make up a full line of
video. The remaining pixels are referred to as line blanking pixels and are unused.
There are 525 lines per frame, and 480 of the lines contain active image data. The
remaining lines are called frame blanking lines and are unused. Table 8.1 lists the
specifications for the most common analog video standards.

8.2.2.5 Analog Image Acquisition
Analog image acquisition boards, commonly referred to as frame grabbers,
typically use a sync separator to detect these timing signals and extract them
from the video data stream. A phase-lock loop (PLL) synchronizes with the
extracted Vsync and Hsync signals and generates a pixel clock, which is used to
sample the video data. The pixel clock frequency of an RS-170 video signal is
12.27 MHz.

Transmit
order

4

1

5

2

6

3

Second field
odd lines

First field
even lines

Figure 8.4 Composite video signal.
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Table 8.1 Analog video standards.

Standard Type Frame size
(pixels)

Frame rate
(frames per second)

Line rate
(lines per second)

NTSC Color 640 × 480 29.97 15 734
PAL Color 768 × 576 25.00 15 625
RS-170 Black and white 640 × 480 30.00 15 750
CCIR Black and white 768 × 576 25.00 15 625

A DC restore clamps to the back porch DC reference signal at the beginning
of a line. An analog-to-digital converter (ADC) then samples the analog video
signal on each pixel clock cycle, generating discrete digital pixel values. The digital
pixels are transferred across the computer bus and reconstructed on a frame in
the system memory.

For color analog frame grabbers, the chroma signal is separated from the
luminance signal with an analog filter. The two signals are sampled simultane-
ously by separate ADCs. Digital processing then converts the chrominance and
luminance values into red, green, and blue (RGB) intensity components. These
values are then transferred across the computer bus into the system memory.
Most color image processing algorithms use the RGB or hue, saturation, and
luminance (HSL) color formats.

8.2.2.6 S-Video
Combining the chroma and luminance signals on the same wire causes problems
for applications that require high resolution, accuracy, and signal integrity. Some-
times, the higher frequency chroma signal bleeds into the luminance spectrum
and appears as noise in the acquired image.

To improve color composite video transmission, a new standard was devel-
oped called S-Video. S-Video uses the same timing and synchronization signals
as composite video, but uses two independent wires to transmit the chroma and
luminance signals. S-Video is rarely used in commercial or machine vision appli-
cations today.

8.2.2.7 RGB
RGB cameras encode color information as RGB components before transmitting
the video signal across the cable. These components are transmitted on three dif-
ferent coaxial cables in parallel. Like the luminance value of a composite video
signal, a voltage on the coaxial wire represents the intensity value of each com-
ponent. Vsync and Hsync timing signals are typically added to one of the three
component signals for synchronization.

Since there is no high-frequency chroma signal present in RGB video signals,
the signal integrity of each component is better than that of a composite video
signal. The video signal is transmitted in RGB color format, so there is no need
for digital processing on the acquisition board. However, since there are three
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Figure 8.5 (a) BNC connector and (b) S-video
connector.

BNC(a) (b) S-Video

different analog signals, the acquisition hardware must have three ADCs to
sample a single video signal.

8.2.2.8 Analog Connectors
Composite video signals are transmitted on shielded coaxial cables. A stan-
dard BNC connector is commonly used for machine vision applications. RGB
video transfer also uses coaxial cables and BNC connectors for each component
video signal. The S-Video standard defines a special connector and cable
for video transfer. Figure 8.5a shows a BNC connector and Figure 8.5b shows an
S-Video connector.

8.2.3 Parallel Digital Camera Buses (Legacy)

As higher resolution camera sensors were developed, the limits of composite
video were exceeded. As an alternative, camera manufacturers turned to digital
video. In digital video, the analog video signal from the camera sensor is con-
verted to a digital signal within the camera and sent to the image acquisition
device in digital format.

To transmit digital video signals, custom-shielded cables were designed that
bundle many conductors in parallel, each providing a separate stream of digital
data. This allows the guaranteed transmission of data at very high speeds with
high immunity to noise.

8.2.3.1 Digital Video Transmission
In composite video transmission, the Vsync and Hsync timing signals are embed-
ded in the analog video signal and extracted using a PLL on the frame grabber. In
most digital video transmission schemes, timing signals are sent on separate con-
ductors in parallel with the video data signals. The Vsync signal is replaced with
frame valid, which is asserted for the duration of a video frame. The Hsync signal
is replaced with line valid, which is asserted for the duration of a video line. The
pixel clock signal is generated by the camera and sent as a separate parallel signal,
instead of being generated by the PLL on the frame grabber. All digital signals are
transmitted from the camera at the same time as the pixel clock.

After the camera sensor is exposed, it must be scanned, one pixel at a time.
Analog voltages from the sensor are converted to digital pixel values and sent
one after the other along the parallel cable. Typically, each data wire within a
cable is dedicated to a particular bit of the pixel value. For example, a camera
sensor that is sampled with a 10-bit ADC requires a cable with 10 parallel data
wires. Figure 8.6 shows the timing diagram for a parallel digital camera and the
pixel locations on the image sensor. Two frames are read out. Each frame is two
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Figure 8.6 Parallel digital timing diagram.

lines high and three pixels wide. The image sensor is scanned from upper-left to
bottom-right.

8.2.3.2 Taps
As larger and faster sensors were developed, it became necessary to scan two,
four, or even eight pixels at a time. Multiple pixels are sent down the parallel
video cable in separate digital streams called taps. The scanning order and direc-
tion for camera sensors vary depending on the camera. Frame grabber companies
rely on the camera manufacturer to indicate the scanning order and direction for
multiple-tap cameras so that images can be properly reconstructed in computer
memory.

In Figure 8.7, the image sensor is split into four quadrants, each corresponding
to a different tap. Each tap is scanned from the middle of the sensor outward. Pixel
0 from each tap is transmitted at the same time, then pixel 1, and so on. If the bit
depth of each pixel is 8 bits, this tap configuration requires a cable with 32 parallel
wires, plus 3 additional wires for the timing signals. The frame grabber samples all
32 signals on every pixel clock cycle and stores the values in memory. Typically,
the image is reconstructed in the frame grabber memory as a contiguous image,
upper-left to bottom-right, before being sent across the computer bus.

Multiple taps can also be used to transmit color video signals. Pixels from color
image sensors are typically represented by three independent 8-bit RGB compo-
nents. Together, these three components represent any 24-bit color. Pixels are
transmitted one per pixel clock on three different taps. Each tap carries an 8-bit
RGB component value.
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Tap 2

Tap 1

Tap 3

Figure 8.7 Image sensor taps.
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8.2.3.3 Differential Signaling
The earliest cameras transmitted digital video using transistor–transistor logic
(TTL) signaling. The limits of clock speed and cable length quickly forced man-
ufacturers to consider a standard for differential signaling. RS-422 and RS-644
low-voltage differential signaling (LVDS) were developed, and quickly adopted,
as standards for digital video transmission. Differential signaling has better noise
immunity, which allows for longer cable lengths, and can be run at much higher
rates. However, a twisted pair of wires is now required for each digital data stream,
doubling the number of wires in the cable and increasing cable cost.

8.2.3.4 Line Scan
Most image sensors are two dimensional, having a matrix of pixels arranged in
rows and columns. Light reflected from a three-dimensional object is projected
onto the sensor, and each pixel samples the light from a small region within the
camera’s field of view. Two-dimensional sensors are an ideal geometry for cap-
turing images of stationary objects, but blurring occurs if the object is moving.
This is because it usually takes many milliseconds to expose the entire sensor,
during which time the object would have moved. Special lighting and high-speed
exposure can help the situation, but some applications use another kind of image
sensor.

Applications that typically involve imaging a continuous object that is always
moving in the same direction are known as web inspections. One example is a
paper mill inspection system. Paper continuously rolls along a conveyor belt and
is inspected by a vision system. The conveyor belt never stops, so the image sensor
must be exposed very quickly. Furthermore, there are no breaks in the paper, so
it must be imaged as one continuous object.

Line scan sensors are sensors designed specifically to solve web applications.
These sensors are unique because they have only a single row of pixels. Since
they are one-dimensional sensors, objects must be scanned one line at a time
by moving the object past a stationary sensor. One line is exposed, sampled,
and transmitted at a time. The frame grabber builds a two-dimensional image
by stacking consecutive lines on top of each other in the system memory. The
image height is theoretically infinite, since the image is continuous. Image blur is
significantly reduced with a line scan camera because only one line is exposed at
a time. Figure 8.8 illustrates a line scan sensor imaging a continuous paper reel
moving along a conveyor.

8.2.3.5 Parallel Digital Connectors
Before any official standard for digital video could be put in place, camera ven-
dors adopted their own proprietary formats for encoding analog camera sensor
signals into digital video streams. Frame grabber manufacturers struggled to keep
up with an ever-growing number of available formats. A list of compatible cam-
eras and frame grabbers had to be maintained by each manufacturer, and custom
cables had to be developed for a particular combination.

Since there was no early standard to mandate the transmission of digital
video, camera and frame grabber manufacturers used an assortment of different
high-density connectors for parallel digital connectivity. Custom cables were
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Figure 8.8 Paper inspection using a line scan sensor.

required to interface a specific camera with a particular frame grabber. Some
commonly used connectors are shown in Figure 8.9a–f.

8.2.4 IEEE 1394 (FireWire) (Legacy)

The initial IEEE 1394 specification was released in December 1995. Unlike USB,
IEEE 1394 was never intended for basic computer peripherals. The initial speed
of IEEE 1394 was 100 Mbps, compared to the 1.5 Mbps of a USB at the time. This
higher bandwidth was better suited for devices such as cameras and hard drives.

The plug and play feature is another benefit of IEEE 1394. With plug and play,
users can add and remove devices without restarting the computer. When a
device is added, the device announces its presence to the host computer. At
this point, the operating system (OS) can launch the correct driver and any
applications associated with the device.

IEEE 1394 has power on the cable. Low-power devices can draw power off
the IEEE 1394 bus without the need for an external power source. High-power
devices still require an external power source.

There are several different connectors available with IEEE 1394 devices. For
IEEE 1394a, there are six-pin and four-pin connectors. The six-pin connector,
shown in Figure 8.10a, is commonly found on most IEEE 1394 devices and
provides power over the cable. The smaller four-pin connector, shown in
Figure 8.10b, is occasionally found on older laptops and does not provide power
over the cable. There is also a latching six-pin connector, shown in Figure 8.10c.
This connector is suitable for industrial applications where cables should not
be able to be easily unplugged. IEEE 1394b has a nine-pin connector, shown in
Figure 8.10d, which supersedes the six-pin connector. The nine-pin connector
can be used in beta or bilingual applications. IEEE 1394b connectors are dedi-
cated to running at 800 Mbps, while bilingual cables can interoperate with IEEE
1394a devices at 400 Mbps. Additionally, IEEE 1394b also specifies a fiber optic
connector, shown in Figure 8.10e, which is useful for applications that require
longer cable lengths.
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Figure 8.9 (a) DVI connector, (b) MDR connector, (c) VHDCI connector, (d) 62-pin high-density
DSUB connector, (e) 100-pin SCSI connector, and (f ) 12-pin Hirose connector.

(a) (b) (c) (d) (e)

Figure 8.10 (a) IEEE 1394 six-pin connector, (b) IEEE 1394 four-pin connector, (c) IEEE 1394
latched six-pin connector, (d) IEEE 1394 nine-pin connector, and (e) IEEE 1394 fiber connector.
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Figure 8.11 Asynchronous transfer.

IEEE 1394 defines two modes of data transfer – asynchronous and isochronous.
Both types of data transfers can occur simultaneously on the same network. The
IEEE 1394 specification assigns 20% of the available bandwidth to asynchronous
communication and 80% to isochronous communication.

Asynchronous data transfer guarantees that all data is transferred correctly by
means of a data acknowledge packet from the recipient. If a device is set up for
asynchronous transfer, and does not get a data acknowledge packet after send-
ing data, the device retries the command. This mode of data transfer guarantees
that data has been transmitted, but because retries are a possibility, there is no
guarantee of bandwidth. Figure 8.11 illustrates asynchronous transfer.

The following is an example of guaranteed data integrity, but not bandwidth.
Assume there are 10 devices on the bus. Nine of the devices are slow and need
100 kB s−1. One is fast and requires 6 MB s−1. The total amount of data that needs
to be transported is approximately 7 MB s−1. At first glance, you may think that
this setup would not be a problem for a bus that can support 50 MB s−1. However,
in asynchronous transfer mode, IEEE 1394 uses round-robin bus access. Assume
that size of each packet size is 1024 bytes, and each device takes 25 μs to transfer
its data. Every 250 μs, the fast device is allowed to send its 1024-byte packet, giv-
ing a throughput of only 4 MB s−1. In this scenario, all of the data from the device
would not be transferred.

Isochronous data transfer guarantees bandwidth but not data integrity. As each
device is connected to the bus, the devices request bandwidth on the bus. The
amount of bandwidth the device requests is determined by the packet size of
the device. The bus is divided into 125-μs cycles. Each cycle begins with an asyn-
chronous cycle start packet. Devices that have requested isochronous bandwidth
are guaranteed a single packet during each cycle. Once the packets are sent from
each device, the remainder of the cycle is left for any other asynchronous transfers
that need to take place. Overall, ∼80% of each cycle is dedicated to isochronous
data transfers. Because the recipient does not acknowledge that it has received a
packet, there is no guarantee that the data made it across the bus. However, data
received at one end is guaranteed to be in time with the data transmitted. In most
cases, particularly those configurations that have only two devices on the bus, the
transmission is successful. Figure 8.12 illustrates isochronous transfer.

IEEE 1394 devices may be capable of transferring data at certain rates, but since
isochronous transfer splits this up into cycles, the actual throughput is calcu-
lated differently. Since every cycle of isochronous transfer is 125 μs, you will have
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Figure 8.12 Isochronous transfer.

Table 8.2 IEEE 1394 specification.

Property Specification

Throughput (Mbps) 400 (IEEE 1394a)
800 (IEEE 1394b)

Connectors IEEE 1394a four-pin (no power on bus)
IEEE 1394a six-pin
IEEE 1394a six-pin latching
IEEE 1394b nine-pin
IEEE 1394b fiber optic

Cables (m) 4.5 (copper twisted pair)
40 (plastic fiber)
100 (glass fiber)
100 (copper Cat5)

Max bus current (mA) 1500 (8–30 V)

8000 cycles in 1 s. Also, each device sends one packet per cycle. Therefore, the
throughput in bytes per second can be determined by the packet size of the device
in bytes multiplied by 8000.

Bytes per second = (bytes per packet × 8000)

With IEEE 1394a, isochronous transfers theoretically account for 320 Mbps. In
practice, the bus can transfer a maximum of 4096 bytes every 125 μs, which is
closer to 250 Mbps of bandwidth. With IEEE 1394b, the practical maximum dou-
bles to 8192 bytes every 125 μs, or 500 Mbps of bandwidth. There is almost zero
transfer overhead, as isochronous headers are stripped in hardware and the pay-
load is transferred directly into the system memory. Table 8.2 lists specifications
for IEEE 1394.

8.2.4.1 IEEE 1394 for Machine Vision
The IIDC specification used for FireWire cameras uses asynchronous transfers
for camera query and control and isochronous transfers for video transfer. The
IIDC specification scales well between a single fast acquisition and several slower
acquisitions. An IEEE 1394b system is capable of supporting a single 640× 480,
8-bit camera running at 200 fps, or three 640× 480, 8-bit cameras running at
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Table 8.3 Maximum packer size at
various bus speeds.

Bus speed
(Mbps)

Maximum packet
size (bytes)

100 1024
200 2048
400 4096
800 8192

66 fps. An IEEE 1394a system is capable of running at 100 fps on a single camera
or at 33 fps on three identical cameras.

The maximum packet size differs according to bus transfer speed. Table 8.3
shows the relationship between bus speed and maximum packet size.

Cameras are forced to work within the maximum packet size. When configur-
ing an IEEE 1394 acquisition, it is important to consider the number of cameras
and the frame rate for each camera. For faster but fewer cameras, increase the
isochronous packet size for the best performance. For more but slower cam-
eras, decrease the packet size. A camera typically generates fewer large pack-
ets to transfer over the IEEE 1394 bus. These modes have high frame rates, but
do not share the bus well with many cameras. Figure 8.13 shows an example of
isochronous transfer using large packets.

Alternatively, a camera can generate a larger number of smaller packets to
transfer the same amount of data. While the frame rate is slower, it does allow
more cameras to simultaneously transfer data. Figure 8.14 shows an example of
isochronous transfer using small packets.

The IIDC specification allows partial images to be transferred across the
IEEE 1394 bus. A user can define a subregion of the full image size, shown in
Figure 8.15. The benefit of this is that you have better control over the amount
of data that can be transferred across the bus. Additionally, you also have more
granular control of the individual packet size of an acquisition. You can optimize
for either speed or shared bandwidth, depending on your needs.

t

125 μs125 μs125 μs125 μs 125 μs

Frame 1 fully
transferred

Reserved but
unused bandwidth

Start of
Frame 1

Start of
Frame 2

Reserved bandwidth (used) for Camera 1

Reserved bandwidth (un-used) for Camera 1

Figure 8.13 Isochronous transfer using large data packets.
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Figure 8.14 Isochronous transfer using small data packets.
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Figure 8.15 Defining subregions in an image.

Consider the following example: You wish to inspect a small region of interest
(ROI) as quickly as possible. Using one of the standard video modes in the IIDC
specification would not be sufficient. The standard video modes transfer the full
image size in various fixed frame rates. With partially scanned images, you can
select only the desired region of the image. Additionally, you can maximize the
packet size for the acquisition. Now you can acquire a small region at several
hundred frames per second.

A typical IIDC camera has memory on the camera. The camera sensor is
exposed and scanned into the onboard memory. Some cameras implement a
transform/correction on the image at this time. The complete image is typically
transferred one or two scan lines at a time. Each segment of data is combined
with an isochronous header to form an isochronous packet, shown in Figure 8.16.
The packets are transferred every 125 s. The packet headers are verified and
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Figure 8.16 IIDC isochronous video packet.
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Figure 8.17 Common IEEE 1394 network topologies.

stripped before the data is transferred into the system memory. The frame
is complete when the last packet of an image is transferred into the system
memory. Onboard camera memory allows a camera to expose the next frame
while transferring the current frame to the host computer.

Configuring the IEEE 1394 network topology is very important for proper
acquisition of a machine vision application. Ideally, you want to create the
shortest possible path for the data in order to minimize data loss. Longer cables
and breaks in the cable can cause signal degradation and other noise-related
issues. Figure 8.17 shows some of the common network topologies used with
IEEE 1394.

The most basic setup, Figure 8.17a, is one or more cameras directly connected
to an IEEE 1394 interface card. This topology is probably the one most commonly
used. Most IEEE 1394 interface cards have three ports, which is well suited to
the number of cameras that can be used simultaneously without violating the
bandwidth limitations of the IEEE 1394.

An IEEE 1394 hub can be added to the topology above (Figure 8.17b). The
hub connects several cameras to a single IEEE 1394 port. Additionally, the hub
extends the tethered range of cameras connected to the host computer.

Certain applications require more than three cameras on a single host com-
puter (Figure 8.17c). It is important to note that many IEEE 1394 host controllers
cannot sustain more than four simultaneous isochronous receives. This limits a
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user to four simultaneously acquiring cameras per interface card. You can add
another IEEE 1394 interface card to the system, but you should be cautious of
exceeding the host computer bus bandwidth. Plugging several PCI IEEE 1394
adapters into a host computer and running each interface at the full IEEE 1394
bandwidth of 50 MB s−1 might saturate the PCI bandwidth limit of 133 MB s−1.

Isochronous transfers are inherently broadcast transfers. To monitor a single
camera from several host computers, connect a single camera to an IEEE 1394
hub (Figure 8.17d). Connect the hub to several different host computers. One of
the host computers will be the designated controller for starting and stopping
acquisitions while receiving video data. The remaining computers will be listen-
ing stations to receive video data.

In recent years, both GigE Vision and USB3 Vision have taken much of the
market share away from FireWire. Some of the key advantages such as power
over the bus and plug-and-play functionality are now offered with GigE Vision
and USB3 Vision, and at higher bus speeds. FireWire is also less available com-
mercially, with the consumer market consolidating on USB3 “SuperSpeed” ports
and ethernet connectivity.

8.2.5 Camera Link

The cost of custom cables and the broad range of digital transmission formats
were the driving force behind the development of a standard for high-speed
transmission of digital video. The AIA standard is known as Camera Link was
released in 2000. Revision 1.1 was adopted in 2004, version 1.2 in 2007, and
version 2.0 in November 2011. The Camera Link specification defines the cable,
connector, and signal functionality. Any camera that complies with the Camera
Link specification should work with any frame grabber that is also Camera Link
compliant.

The Camera Link standard replaces expensive custom cables with a single,
low-cost, standard cable with fewer wires. Special components on the camera
are used to serialize 28 parallel TTL signals into 4 high-speed differential pairs,
which are transmitted across the cable. A similar component is used on the
frame grabber to de-serialize the data stream into parallel TTL signals. This
reduces cable size and cost, and increases noise immunity and maximum cable
length. Camera Link is a non-packet-based protocol (as opposed to recent USB3
and GigE Vision standards) and remains the simplest camera bus.

The Camera Link specification has come a long way in standardizing digital
video transmission by defining the cable, the connector, and the signal functional-
ity. However, Camera Link still leaves many aspects of the camera–frame grabber
interface un-addressed. Tap configurations, for example, were not defined in the
initial release of the Camera Link specification. The frame grabber must be con-
figured to properly reconstruct image data from a particular camera. The tap
configuration of one camera may not even be supported by a particular frame
grabber, although both are compliant with the Camera Link specification.

Although serial signals are defined on the cable pin-out, the specific serial
commands for setting exposure, gain, and offset, for example, are not defined
by the specification. The frame grabber driver software must be configured
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to accommodate a particular camera’s serial commands. Control signals are
also provided on the Camera Link cable for triggering and timing, but many
manufacturers provide separate connectors for advanced triggering capabilities.
The Camera Link specification now includes optional GenICam support for
plug-and-play compatibility and to address some of these concerns.

8.2.5.1 Camera Link Signals
The Camera Link specification allows three levels of support: base, medium, and
full configuration. A base configuration camera uses one cable, one connector,
and one serializer chip. Four TTL signals are used for timing, and 24 are used for
data transfer, or three 8-bit taps. The serializer components run at up to 85 MHz,
providing up to 255 MB s−1 of video throughput.

The timing signals include frame valid, line valid, data valid, and reserved.
Frame valid and line valid are used the same way as in parallel digital transmis-
sion. The data valid signal asserts for each valid pixel. It can be de-asserted to
indicate that a particular clock cycle should not be sampled. The reserved signal
functionality is left to the camera manufacturer. Figure 8.18 shows the Camera
Link timing signals for an image sensor with two lines, each three pixels wide.
Notice that data valid de-asserts for one clock cycle between pixel 1 and pixel 2,
making that sample invalid.

In addition to the data and timing signals, the TTL pixel clock is also converted
into a fifth differential pair and transmitted along with the data. Camera configu-
ration is supported through two serial data lines for communication to a universal
asynchronous receiver transmitter (UART). Four additional timing and trigger-
ing lines run from the frame grabber to the camera for precise exposure control.
The serial and timing signals are also transmitted as differential pairs to provide
higher speed and increased noise immunity. The connector and the cable pin-out
are defined by the Camera Link specification for all the timing, data, serial, and
trigger signals.

Medium configuration was added to the Camera Link specification as an
extra layer of support to increase video throughput. Twenty-four additional data
signals are added for medium configuration to support a total of six 8-bit taps. At
85 MHz, medium configuration Camera Link supports a maximum throughput

0 1 2 3 4 5

Frame valid

Line valid

Data valid

Pixel clock

Video data

Reserved

Figure 8.18 Camera link timing diagram.
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Figure 8.19 Camera link connector.

of 510 MB s−1. Two serializer components are required to accommodate the
additional data lines. Full configuration Camera Link uses three serializer
components and two separate Camera Link cables for a total of ten 8-bit taps
and a maximum throughput of 680 MB s−1. Pixel data-bit positions for each
configuration are defined by the Camera Link specification. There is now also an
80-bit configuration that allows a maximum throughput of 850 MB s−1.

8.2.5.2 Camera Link Connectors
The Camera Link connector is defined in the specification as a 26-pin MDR
connector from the 3M Corporation, shown in Figure 8.19. This connector
was designed specifically for high-speed LVDS signals. The camera and frame
grabber connections are female, and the cable connections are male. The Camera
Link specification defines a maximum cable length of 10 m. The wires within the
cable are insulated, and differential pairs are twisted and individually shielded
to provide better noise immunity. An outer shield is added and tied to a chassis
ground. Version 2.0 of the specification includes mini Camera Link connectors
(SDR, HDR 26-pin) and power over Camera Link (PoCL).

8.2.6 Camera Link HS

The CLHS standard was released in 2012 and is overseen by the AIA. It does
not extend the functionality of Camera Link (it is not backward compatible with
Camera Link) but is instead a new and separate standard. The standard pro-
vides scalable bandwidths from 300 to 16 000 MB s−1 (2.1 GB s−1 per cable and
up to eight cables) to meet the needs of applications using high-resolution and
high-speed sensors. The interface defines the handling of video data, real-time
triggers, and various command-and-control instructions. The CLHS spec also
offers an intellectual property (IP) core solution that implements the message
layer of the CLHS standard to support the implementation on cameras and frame
grabbers.

Information sent using the CLHS interface is divided into packets of various
types: trigger, GPIO, ack/nack, video, command, and idle. For the M protocol
variant, these packets consist of a sequence of data and control characters
that are passed between the CLHS IP core and a physical layer device (PHY)
using a 9-bit parallel interface. The interface uses 1 bit to indicate whether
the word should be interpreted as data or control/status information and the
remaining 8 bits to carry information. To facilitate high-speed communication
over physical media (such as CX4 copper cabling), physical layer devices are
used to encode the 9-bit data bus, serialize it, transmit the high-speed data over
some transmission medium, then deserialize and decode the received data at the
far end of the link. CLHS uses the 8b/10b encoding/decoding scheme to ensure
DC balance of the serial data and to provide sufficient data transition density
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for proper recovery of embedded clock signals. In implementing these physical
layer functions, system designers are typically faced with a choice between
custom IC (application-specific integrated circuit (ASIC)) development, using
FPGA-integrated SERDES (serializer/de-serializer), or using a discrete SERDES
solution [3].

It has a trigger jitter of 3.2 ns and a latency of ∼100–300 ns. Because of a
high-speed uplink to the camera, CLHS allows frame-by-frame control of an
image acquisition. For example, the ROI can be changed each frame of an
acquisition [4].

The fiber optic physical layer was chosen because of its low cost, light weight,
small diameter, and long-distance capability. It has high bandwidth, extreme
flex-life rating, and immunity to electrical noise. CLHS can also use SFP, SFP+,
or SFF-8470 connectors (InfiniBand or CX4) [1].

8.2.7 CoaXPress

Imaging sensor size and speed improvements are leading to a huge increase
in camera data rate outputs. Users and vendors saw the need to go beyond
the capabilities of established interfaces such as Camera Link, GigE Vision,
and USB3 Vision. Drivers behind the development of CoaXPress include
longer cable lengths and higher data transfer rates. CoaXPress version 1.0
was released in 2011. JIIA is responsible for the maintenance of the standard.
The CoaXPress standard was endorsed by the AIA and EMVA to become
an official world standard in 2011. Version 1.1 was released in 2013. It is an
asymmetric, high-speed, point-to-point serial communication standard scalable
over single or multiple coaxial cables. Coaxial cables were specified because of
their suitability for high-speed data transmission, immunity to intra-pair skew,
good EMI/EMC (electromagnetic interference/electromagnetic compatibility)
performance, low cost, and ease of installation and termination. It supports
“downlink” speeds from a camera to an interface device of up to 6.25 Gbps per
coaxial cable connection, as well as a 20 Mbps uplink for communication and
control. Power over the cable is specified at up to 13 W in the standard, and
cable lengths of greater than 100 m are possible. CoaXPress uses a 75-Ω coaxial
cable as a physical medium. It is a point-to-point scalable interface with a master
connection and optional extension connections to increase the bandwidth from
a device to a host [1, 5].

8.2.8 USB (USB3 Vision)

The initial USB 1.0 specification was released in November 1995 with a transfer
rate of 12 Mbps. USB 2.0 was released in 2001 with transfer rates of 480 Mbps.
USB 3.0 was released in 2010 with 5 Gbps transfer speeds (10 times faster than
USB 2.0), and is called SuperSpeed USB. USB 3.0 ports are often designated with
an “SS” on consumer devices. USB 3.1 was released in July 2013 with transfer
rates up to 10 Gbps (called SuperSpeed+) but is not widely adopted yet.
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Figure 8.20 (a) USB Type A connector and
(b) USB Type B connector.

(a) (b)

A USB is used to connect external devices to a computer. These external devices
include printers, scanners, keyboards, mice, joysticks, audio\video devices, hard
drives, and web cams. Prior to USB, a typical PC had the following:

• Two RS-232 serial ports for low-bandwidth peripherals like modems
• One parallel port for high-bandwidth peripherals such as printers
• Two PS/2 connectors for the keyboard and the mouse
• Other plug-in cards such as an audio capture or SCSI card.

Each peripheral used a different connector. Older connectors took up a lot of
space at the back of the computer. Older technologies also did not allow you to
network peripherals.

A modern PC or laptop typically has between two and four USB ports. Multiple
USB peripherals can be connected to a single USB port with an optional USB
hub. A USB allows a theoretical maximum of 127 devices on a single port, but in
practice a typical USB hub allows 6 devices per port.

Plug-and-play is another benefit of USB. Plug-and-play means that users can
add and remove devices without restarting the computer. When a device is added,
the device announces its presence to the host computer. At this point, the OS
launches the correct driver and any applications associated with the device.

USB has power on the cable. Low power devices, such as a mouse and key-
board, can draw power from the USB bus without needing an external power
source. However, high power devices, such as scanners and printers, still require
an external power source. The introduction of USB Battery Charging 1.2 specifi-
cation allows up to 7.5 W of power through USB 3.0. USB is not the ubiquitous
connection for charging cell phones and small peripheral devices, typically with
the Micro-B connector.

There is more than one basic connector for USB. Most peripherals that plug
directly into a host computer use the flat, or Type A, USB connector shown in
Figure 8.20a Peripherals that require a separate power cable use a Type A con-
nector on the host side and a square, or Type B, connector on the peripheral side.
Figure 8.20b shows a Type B USB connector. The different connector types are
intended to prevent incorrect plugging of USB devices.

A USB defines four modes of data transfer – control, bulk, isochronous, and
interrupt. All types of data transfers can occur simultaneously on the same net-
work.

Control transfer is used for initial configuration of a device. Bulk transfer is
used to move large amounts of data when the bus is not active. Interrupt transfer
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Table 8.4 USB specifications.

Property USB 1.0 USB 2.0 USB 3.0 USB 3.1

Throughput 12 Mbps 480 Mbps 5 Gbps 10 Gbps
Power 2.5 W (at 5 V) 2.5 W (at 5 V) 4.5 W (at 5 V) 4.5 W (at 5 V)

is used to poll peripherals that might need immediate service. Cyclic redundancy
check (CRC) error checking is used to ensure that all the packets are transferred
correctly.

Isochronous transfer guarantees timely delivery of data. No error correction
mechanism is used, so the host must tolerate potentially corrupted data. Up
to 90% of the available bandwidth can be allocated for isochronous transfers.
Table 8.4 lists the specifications for a USB.

USB 3.0 (super-speed USB) provides many improvements over USB 2.0 and
FireWire, including an order of magnitude high bandwidth, better error man-
agement, higher power supply, longer cable lengths, and lower latency and jit-
ter times. These benefits, combined with commercial adoption of USB 3.0 with
native hardware support across laptops and other computing devices, argues for
rapid growth of USB 3.0 connected devices [6].

8.2.8.1 USB for Machine Vision
The one obstruction to the widespread adoption of USB 2.0 for machine vision
applications was the lack of a hardware specification for video acquisition devices.
Each vendor had to implement their own hardware and software design. Different
vendor designs prevented devices from different vendors from working together,
and forced users to install device-specific drivers.

To solve the standardization problem on USB, and since USB 3.0 represented
such a huge bandwidth improvement, USB3 Vision was ratified in 2013 as a
camera bus. It builds on the GenICam standards and borrows much from GigE
vision in implementation of the standard. Because of the improvements over
USB 2.0 and the bandwidth now eclipsing FireWire and GigE capabilities, USB
3.0 is poised for rapid adoption in the machine vision industry.

The USB3 vision standard is built on the SuperSpeed USB specification, other-
wise known as the USB 3.0 specification. USB 3.0 is managed by the USB imple-
menters forum (USB-IF) and offers a 400 MB s−1 throughput and 4.5 W of power
(at 5 V) to the device.

The USB3 Vision standard defines mechanisms for device discovery and
identification, control, and image streaming. Hosted by the AIA, the global
trade association for the vision and imaging industry, USB3 Vision will allow
“plug-and-play” compatibility between a USB3 Vision device and a computer
running a standard USB 3.0 interface. USB3 Vision builds off existing standards
such as the GigE Vision and standard for gigabit ethernet devices. As such,
cameras will have an XML file that defines supported camera features. USB3
Vision will use the GenICam programming interface to allow access to common
and also vendor-specific features.
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USB3 Vision also permits zero-copy image transfers of image data directly into
host memory with no CPU usage. The standard also encompasses specifications
for a standardized screw-lock USB 3.0 connector to secure cables to the devices
and the host machine [7].

The USB bus is already evolving to USB 3.1, with early devices like the Apple
Inc. MacBook adopting the standard. USB 3.1 expands the USB charging pro-
file to 100 W and 10 Gbps. This will enable devices that traditionally had multi-
ple peripheral ports and a separate power port (like the above-mentioned Apple
MacBook) to consolidate all I/O and power into one connector. Additionally, the
new USB Type C connector is an attempt to solve the near-universal problem of
not knowing how to orient a USB Type A connector when plugging it into a port
on a device [8].

8.2.9 Gigabit Ethernet (GigE Vision)

The original IEEE 802.3 Ethernet standard was published in 1985. Ethernet
was originally developed by the Xerox Corporation in 1970 and initially ran at
10 Mbps. The 100-Mbps fast ethernet protocol was standardized in 1995, and
the 1000-Mbps gigabit ethernet protocol in 1998.

The RJ-45 ethernet connector, shown in Figure 8.21, is the standard connec-
tor found in most computer systems. The benefit of gigabit ethernet is that it is
backward compatible with original and fast ethernet devices using existing con-
nectors and cables. Gigabit ethernet uses the same CSMA/CD protocol as the
ethernet.

Unlike a USB or the IEEE 1394, ethernet was not originally intended to connect
peripherals. Ethernet does not offer plug-and-play notification. Device discovery
requires additional protocols or user intervention. Additionally, no power is pro-
vided on the bus. All these shortcomings are planned to be addressed in future
revisions of various specifications.

The theoretical maximum bandwidth of the gigabit ethernet is 1000 Mbps.
With hardware limitations and software overheads, the practical maximum
bandwidth is closer to 800 Mbps. Table 8.5 lists the specifications for the gigabit
ethernet.

Ethernet has many derivative protocols like IP, UDP, and TCP, which offer
portable transport layers. Each derivative layer is built on top of the previous
one. For example, in order to transport user data via UDP, a UDP, IP, and ethernet
header must all be calculated and prefixed to the user data.

Figure 8.21 RJ-45 ethernet connector.
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Table 8.5 Gigabit ethernet specification.

Property Specification

Throughput 1000 Mbps
Connectors RJ-45
Cables 100 m (copper CAT5)
Max bus current n/a

8.2.9.1 Gigabit Ethernet for Machine Vision
While ethernet was originally developed for networking computers, it has found
some peripheral applications. The high bandwidth and ease of cabling makes the
gigabit ethernet an attractive option for industrial cameras.

GigE Vision is probably the most widely adopted vision interface today. It has
many benefits:

• Fast data transfer with 125 MB s−1 speeds
• 100 m cable lengths
• Low-cost CAT5e or CAT6 cables and standard connectors
• Scalable to the fast growth of ethernet
• Standard hardware and cabling allows easy low cost integration.

The GigE Vision standard 2.0 was released in November 2011. It includes
non-streaming device control for things like lighting controllers and support
for 10 GigE ethernet and link aggregation. It also enables the transmission of
compressed images (JPEG, JPEG 2000, and H.264), accurate synchronization of
multicamera systems through 1588 (PTP) and enhanced support for multitap
sensors.

The GigE Vision standard defines the behavior of the host as well as the camera.
There are four discrete components to the standard:

8.2.9.2 GigE Vision Device Discovery
When a GigE Vision device is powered on, it attempts to acquire an IP address in
the following order: persistent IP, DHCP server, link local addressing.

8.2.9.3 GigE Vision Control Protocol (GVCP)
GigE Vision control protocol (GVCP) allows applications to configure and control
a GigE Vision device. The application sends a command using the UDP proto-
col and waits for an acknowledgment (ACK) from the device before sending the
next command. This ACK scheme ensures data integrity. Using this scheme, the
application can get and set various attributes on the GigE Vision device, typically
a camera.

The GigE Vision standard defines a minimum set of attributes that GigE Vision
devices must support. These attributes, such as image width, height, pixel for-
mat, and so on, are required to acquire an image from the camera and hence
are mandatory. However, a GigE Vision camera can expose attributes beyond the
minimal set. These additional attributes must conform to the GenICam standard.
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8.2.9.4 GenICam
GenICam provides a unified programming interface for exposing arbitrary
attributes in cameras. It uses a computer-readable XML datasheet, provided
by the camera manufacturer, to enumerate all the attributes. Each attribute is
defined by its name, interface type, unit of measurement, and behavior.

GenICam-compliant XML datasheets eliminate the need for custom camera
files for each camera. Instead, the manufacturer can describe all the attributes
for the camera in the XML file so that any GigE Vision driver can control the
camera. Additionally, the GenICam standard recommends naming conventions
for features such as gain, shutter speed, and device model, which are common to
most cameras.

8.2.9.5 GigE Vision Stream Protocol (GVSP)
The GigE Vision standard uses UDP packets to stream data from the device to the
application. The device includes a GigE Vision header as part of the data packet
that identifies the image number, packet number, and the timestamp. The appli-
cation uses this information to construct the image in user memory.

8.2.9.6 Packet Loss and Resends
Since image data packets are streamed using the UDP protocol, there is no
protocol-level handshaking to guarantee packet delivery. Therefore, the GigE
Vision standard implements a packet recovery process to ensure that images
have no missing data. However, this packet recovery implementation is not
required to be GigE Vision compliant. While most cameras will implement
packet recovery, some low-end cameras may not implement it.

The GigE Vision header, which is part of the UDP packet, contains the image
number, packet number, and timestamp. As packets arrive over the network, the
driver transfers the image data within the packet to user memory. When the
driver detects that a packet has arrived out of sequence (based on the packet
number), it places the packet in kernel mode memory. All subsequent packets are
placed in kernel memory until the missing packet arrives. If the missing packet
does not arrive within a user-defined time, the driver transmits a resend request
for that packet. The driver transfers the packets from kernel memory to user
memory when all missing packets have arrived [7].

Configuring the network topology is very important for proper image acquisi-
tion in a machine vision application. You should connect the network in such a
way as to minimize network collisions and lost packets. Additionally, you should
sufficiently shield cameras in an industrially noisy environment. Figure 8.22
shows some of the common topologies used with ethernet networks.

The most basic configuration, shown in Figure 8.22a, is to directly connect a
camera to a host computer using a crossover cable. This topology will lead to the
least amount of network collisions and lost packets. Having a separate network
interface for camera communication and network traffic is essential.

Another configuration, shown in Figure 8.22b, provides a network hub between
several cameras and a host computer. The hub should be isolated from any exter-
nal network. Network collisions can still occur between the connected cameras,
but data loss due to lost packets should be minimal.
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Figure 8.22 Common ethernet topologies.

Yet another possible configuration, shown in Figure 8.22c, involves connect-
ing one or more cameras to an external network. One thing to consider with this
configuration is that using an external network will induce more network colli-
sions and lost packets. There is a good chance that packets may become stalled
or fragmented before reaching the host computer depending on the surrounding
network traffic. One of the benefits to this configuration is that a camera can be
placed far away and it does not need to be directly connected to the host com-
puter. Also, a single camera can be shared between several monitoring stations.

8.2.10 Future Standards Development

It appears that the market is still shifting and adapting to the rapid release of new
camera bus standards in the past few years. As the bus standards make their way
into the market through more vendors offering interfaces and cameras with those
standards, vision system designers have more choice than ever before.

USB3 serves the plug-and-play market very well, and will take some share from
Camera Link at the lower bandwidths and further obsolete FireWire. The upcom-
ing USB 3.1 release may rapidly accelerate the trend away from Camera Link
and toward USB. GigE Vision will remain the most popular bus for networking
solutions, and will remain relevant, with advancements in bandwidth and tim-
ing capabilities being driven by other industries and by the IEEE. Time-sensitive
network (TSN) capabilities for determinism and timing as well as bandwidth
improvements to 10 GigE links, if the industry can sufficiently drive down the
cost and thermal limitations of the standard, will continue to make GigE Vision
a very attractive solution.

CLHS and CoaXPress will duke it out at the high end of the market. Indi-
cations are that CoaXPress will emerge as the dominant bus for high-speed/
high-throughput applications.



8.3 Choosing a Camera Bus 459

The G3 cooperation between major industry groups will help accelerate and
guide the evolution of current vision standards as the technology improves. Stan-
dards committee meetings are now co-located, and there is a lot of technology
reuse between different standards. The efforts of the G3 will help ensure that the
industry does not unnecessarily develop competing standards in parallel, and will
help insure that interoperability and compatibility are highly valued. This is good
news for integrators and for vendors, as better technology should be standardized
and available for implementation at a lower cost by vendors on a faster cadence
than has previously been possible.

8.3 Choosing a Camera Bus

Modern machine vision system developers have at least five different camera
buses to choose from when designing a system. This section addresses the cri-
teria to consider when choosing a camera bus and identifies which criteria are
likely to be the most important for your application.

8.3.1 Bandwidth

The bandwidth, or throughput, of a camera bus is a measure of the rate at which
image data is transferred from the camera to the acquisition device. Bandwidth is
dictated by the frame rate, image resolution, and amount of data representing one
pixel. Eight-bit monochrome images are usually represented by 1 byte per pixel,
and 10-bit or larger monochrome images are usually represented by 2 bytes per
pixel. Color images are usually transmitted as 1–3 bytes per pixel. Cameras that
output data based on some color mosaic pattern, such as Bayer cameras, transmit
data exactly in the same manner as monochrome cameras. Some color cameras
output data in RGB format, usually as 3 bytes per pixel.

8.3.2 Resolution

Resolution is a measure of the ability of an imaging system to discern detail
within a scene. Resolution is determined by many factors including optics,
lighting, mechanical configuration, and the camera. For the sake of choosing a
suitable imaging bus, only the camera itself has much impact. The resolution of
a camera can be described by several measures, but generally the most noted
specification is the number of pixels on the charge-coupled device (CCD) or
complementary metal–oxide–semiconductor (CMOS) sensor. For area scan
cameras, the width and height of the sensor are specified in pixels, while line
scan cameras only specify the line width. It is assumed the height of a line scan
image is arbitrarily large and limited only by the acquisition device.

Camera specifications such as sensitivity and signal-to-noise ratio impact the
quality of the acquired image; however, the resolution is fundamentally limited by
the signal format. Several years ago, a system designer might choose the appropri-
ate sensor for an application and be forced to use whichever bus the camera used.
With a much larger selection of cameras currently in the market, many sensors
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are available with a choice of bus technology. Often the same camera model will
be offered with the option of GigE or USB 3.0 output.

Ultimately, the choice of a camera bus cannot be made on the basis of resolution
alone.

8.3.3 Frame Rate

The maximum frame rate for cameras is limited by the pixel clock rate and related
circuitry in the camera and how fast it can put images onto a camera bus. The
camera bus components then also have limiting factors in terms of total band-
width and signaling limitations, which will restrict the bandwidth.

8.3.4 Cables

In the days of parallel digital cameras, cabling was complex, costly, and cus-
tomized. Since few standards existed for parallel digital cameras, there were a
variety of connectors and pin-outs available and users generally did not expect
to find an off-the-shelf cable. Because of the parallel data format, cables could
have 40 or more wire pairs. Cabling for cameras has been greatly simplified by
standardization efforts around the use of low-cost, readily available options.
With USB and ethernet in particular, the component cost is further driven
down by widespread commercial uses and volumes. Maximum cable lengths
vary greatly between camera buses from the point-to-point and relatively short
3–5 m cable lengths of USB to over 5000 m for fiber optic connections for
CLHS and GigE. Maximum cable length depends on several factors including
the transmitter/receiver circuitry, signal integrity, attenuation characteristics
of the cabling, cabling construction quality, and so on. Each bus architecture
and physical layer will have limiting factors, and the maximum cable length
recommendations have to be made when looking at the combination of factors
in the components that make up the acquisition system.

8.3.5 Line Scan

The majority of line scan cameras use Camera Link or GigE connections. The
trend in line scan sensors toward longer line lengths and higher rates makes
Camera Link a good choice. Current line scan cameras have line lengths up to
12 000 pixels and line rates up to 140 kHz [9].

8.3.6 Reliability

Imaging reliability refers to the ability of an imaging system to guarantee acqui-
sition of every image during an inspection process. In many applications such
as manufacturing, inspection, and sorting, it is often important that the imaging
system acquire and process every image to guarantee 100% inspection. If a fault
occurs that causes the acquisition to miss an image, the user should be notified of
the event. Events that can cause a system to miss an image include noise on the
trigger lines or spurious trigger signals. In a typical system, an external signal from
a part sensing device, such as an optical trigger, is connected to the frame grabber.
The frame grabber receives the trigger signal and provides a signal to trigger the
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camera. Routing the trigger signals through the frame grabber provides advanced
timing features, such as delayed or multiple pulse generation, or signal condition-
ing such as converting a 24-V isolated input to a TTL signal for the camera. The
trigger signal also informs the frame grabber that an image is expected. If a trigger
is received by the frame grabber and an image is not returned from the camera,
the driver software can alert the application of a missed image. A missed image
can be caused by an electrical problem or by sending triggers to the camera faster
than it can accept them. Unlike Camera Link cameras, USB and GigE cameras are
usually triggered directly at the camera. The image acquisition system does not
process the trigger and is not aware of the one-to-one relationship between trig-
ger pulses and acquired images. If a GigE camera receives a trigger at an invalid
time, the camera ignores the trigger and the acquisition system may not be aware
that a part was missed. This is one advantage of a frame-grabber-based machine
vision system.

Deterministic image transfer is also important for an image acquisition sys-
tem. Determinism describes the confidence with which an image will be received
within a specified time after a trigger event. The amount of time required to trans-
fer an image will vary based on the camera resolution and the bus bandwidth, but
the delay should be predictable. Camera Link, CLHS, USB, and CoaXPress can
usually guarantee deterministic timing due to the point-to-point nature of the
bus and predictable camera timing. The transfer of data is controlled by the cam-
era, and there is no other data competing for bandwidth on the bus. Although
various bus topologies are possible with hubs, each device is reserved a certain
amount of bandwidth upon initialization. This allows the camera to send slices
of data at known time intervals and transfer the image in a fixed time. Ethernet
cameras cannot necessarily guarantee the transfer of an image. Network con-
gestion can cause data packets to be dropped, requiring the data to be resent.
This increases the transfer time in an unpredictable manner. In the worst case,
some of the image data may never be received. For simple network topologies or
point-to-point connections, data transfer should be reliable, but acquiring images
over a larger network, where the data must contend with other traffic, can be
challenging.

8.3.7 Summary of Camera Bus Specifications

See Figure 8.23.

8.3.8 Sample Use Cases

8.3.8.1 Manufacturing Inspection
The inspection of manufactured goods is increasingly relying on machine
vision systems. Verifying the quality of a product or process often includes
measuring the size and shape of a part, checking for defects, or searching
for the presence of components in an assembly. For example, a company that
packages and sells window glass cleaner may need to verify the bottle cap
and label placement as well as the fill level in the bottle. All of these tasks
can be accomplished using machine vision. In this hypothetical example, the
features to inspect are large and the field of view of the camera may only
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Figure 8.23 Hardware digital interface standard comparison [1].

be a few inches diagonally. Feature size and field of view are the two system
parameters that determine the necessary camera resolution. These inspections
could likely be done with a standard-resolution camera. The inspection rate
for many applications will be limited by the mechanics of the manufacturing
system to considerably less than 30 Hz, and a standard-frame-rate camera is
sufficient. Cameras with this frame rate and resolution are available for any of
the camera buses, and the decision will be based on other criteria. Cost is almost
always critical, and USB3 and GigE Vision each can provide a cost-effective
solution.

8.3.8.2 LCD Inspection
Automated optical inspection is used to inspect LCD display panels during man-
ufacturing to provide feedback for process control and to verify the quality of a
finished product. Inspecting LCD displays typically requires detecting very small
defects over a wide field of view. For example, defects as small as 5 μm must
be detected on panels that are often 400 mm wide or more. Field of view and
minimum feature size determine the necessary image resolution. Even with the
high-resolution cameras currently available, such as 11 megapixel area-scan cam-
eras and 12 K line-scan cameras, multiple images are required for full coverage.
The throughput of the inspection system can be linked directly to the through-
put of the acquisition. Camera Link, CLHS, or CoaXPress provide the bandwidth
necessary for high-resolution and high-speed inspections. High-resolution GigE
and USB cameras offer similar sensor sizes and are useful where inspection time is
limited by processing time or by other steps in the manufacturing process rather
than camera bus throughput.
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8.3.8.3 Security
Security and site-monitoring applications present interesting challenges for a
camera bus. Typically, several cameras are required, and often they are located
at a considerable distance away from each other and from a monitoring/
recording station. USB and GigE cameras can be easily networked to accom-
modate multiple cameras, but the limited cable length can restrict camera
placement. Fiber optic extenders are available to extend the range to hundreds
of meters, but adding an extender for each camera is a costly and complex
solution. Point-to-point connections restrict the number of cameras that can be
monitored from one station, and security monitoring typically would not take
advantage of the high bandwidth of Camera Link or CoaXPress. GigE cameras
are good candidates for this application. They are capable of covering large
distances and can be connected in a variety of arrangements, and the inherent
networking ability allows many cameras to be controlled and viewed from one
station. Connecting multiple cameras reduces the frame rate from each camera,
but high frame rates may not be required from all cameras simultaneously.

8.4 Computer Buses

Once you have acquired an image from a camera and sent the image data over the
camera bus to an interface device, the data must still travel across a second bus,
that is, the internal computer bus, before it can be processed by the computer.
The most efficient way to provide data to the processor is to first send the data to
memory. Sending the data to memory allows the processor to continue working
on other tasks while the data is being prepared for processing. Tight integration
between the processor and main memory allows the processor to retrieve image
data from memory much faster than retrieving it from another location. Using
the wrong computer bus for your application can have significant impact on the
overall performance of the system.

The following sections describe the most common computer buses for machine
vision applications. There are many variations of these computer buses that offer
different throughput, availability, and cost. The peak throughput, prevalence, and
costs discussed in this section are for the most common and widely available com-
puter buses. Refer to Figure 8.24 for an overview of common computer buses. In
most cases, the peak throughput of a bus will be much higher than the average
throughput of the bus, because of the overheads of the bus protocol.

8.4.1 ISA/EISA

When PCs first became widely available, there was no standard internal com-
puter bus, forcing device manufacturers to make multiple versions of their
devices with different interfaces for each brand of computer. As computers
became common, developing custom devices became less practical, and a
number of computer vendors began using a bus originally developed by IBM.
The result of this was the ISA bus, introduced in the mid-1980s. Sometimes, ISA
buses are referred to by the original IBM name, AT. The ISA bus did not have
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Figure 8.24 Timeline of common computer buses.

an agreed-upon specification and initially suffered from compatibility problems.
A few years later, a similar but more fully featured bus was developed called the
EISA bus. Depending on the exact version, ISA and EISA buses deliver a peak
throughput of 4.7–33 MB s−1. By the late 1990s, the superior performance and
prevalence of the PCI bus had largely eclipsed the ISA and the EISA. It remained
common, however, for computers to continue to offer EISA buses for use with
legacy devices until the introduction of PCI Express. As computer manufacturers
have added support for PCI Express, they have generally eliminated support
for EISA.

8.4.2 PCI/CompactPCI/PXI

In the early 1990s, Intel developed a standardized bus called the PCI bus. PCI
quickly gained acceptance in desktop, workstation, and server computers.
PCI provides significantly improved performance over ISA/EISA buses. Ini-
tially, PCI offered peak throughput of 132 MB s−1 and a data width of 32 bits.
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Figure 8.25 Multi-drop bus
configuration.
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Later, a faster PCI bus was developed by increasing the frequency from 33
to 66 MHz. A second variety increased the data width from 32 to 64 bits. By
combining both these changes, PCI offered a peak throughput of 528 MB s−1.
Because of higher development and implementation costs, the 64-bit/66-MHz
PCI bus has not been as widely adopted as the original PCI implementation. Such
PCI buses are primarily limited to high-end computers that require additional
performance.

The average throughput that can be achieved with PCI depends significantly
on the configuration of the system. With only one device on the bus, the origi-
nal implementation of PCI offers an average throughput of ∼100 MB s−1 out of
the 132 MB s−1 peak throughput. While the bus can achieve 132 MB s−1 for short
periods, continuous use of the bus will yield ∼100 MB s−1 due to some of the
transfer time being used to prepare for the data transactions. PCI is a type of bus
called a multi-drop bus because it can accommodate multiple devices. However,
adding multiple devices to the PCI bus affects the available throughput. Refer to
Figure 8.25 for the diagram of a multi-drop bus configuration.

In a multi-drop bus, all of the devices on the bus share the same physical wires
to communicate with the processor and the memory. Because there is only one set
of wires, only one device can talk at a time. This means that the 100 MB s−1 aver-
age throughput must be shared among all the devices on the bus. For example,
an application that requires two input devices providing data at 80 MB s−1 each
would not be possible on the 33-MHz/32-bit PCI bus because 2 × 80 MB s−1 =
160 MB s−1, which far exceeds the 100 MB s−1 that can be averaged on the PCI
bus. In addition, when switching between multiple devices, a larger amount of
throughput is required than the sum of the data rates of the two devices because
some of the transfer time will be lost due to the time it takes to switch between
the two devices. The exact amount of throughput lost to the overheads of switch-
ing will depend on your system configuration. Factors such as the amount and
timing of data coming in on the two input devices, and the type of chipset used
by the computer, all affect the amount of overheads resulting from sharing the
bus. Even with the drawback of sharing throughput among all devices, the PCI
bus provides sufficient throughput for many machine vision applications.

As PCI became more widespread, extensions were built on top of the orig-
inal specification to allow PCI to address the needs of specific markets. Two
of these extensions, CompactPCI and PCI eXtensions for Instrumentation
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(PXI), leveraged the existing PCI standard to address the requirements of test,
measurement, and automation applications. Timing and triggering capabilities
were added to the standard, and the mechanical design of the bus was changed to
create a more rugged enclosure. The electrical interface and protocol from PCI
were reused to provide consistency and reduce both development and imple-
mentation time and cost for markets not traditionally served by commodity
computer technologies.

With the introduction of PCI Express, computer manufacturers have an incen-
tive to reduce or eliminate traditional PCI device slots in new computers because
PCI is no longer natively supported by some of the new chipsets required by the
latest processors. Motherboard vendors must add additional circuitry to support
PCI with these new chipsets, making the motherboard more costly. However,
since PCI has a very large installed customer base, the need for a legacy PCI
solution will continue for some time.

8.4.3 PCI-X

PCI-X was developed to provide additional data throughput, and address some
design challenges associated with the 66-MHz version of the PCI bus. The initial
PCI-X specification, released in 1999, allowed bus speeds of up to 133 MHz with a
64-bit data width to achieve up to 1 GB s−1 of peak throughput. Like the frequency
and width extensions for PCI, PCI-X is primarily found only in server and work-
station computers due to the higher implementation cost. Subsequent versions
of PCI-X have continued to increase throughput, but they are not widely imple-
mented. Many motherboard manufacturers that offer PCI-X operate the bus at
a rate lower than 133 MHz, such as 100 or 66 MHz, because running the bus at
133 MHz limits the motherboard to a single slot per PCI-X bus. Some computer
vendors have designed multiple PCI-X buses into the same machine to address
this limitation, but doing so further increases the cost of the computer. Running
the bus at 100 or 66 MHz reduces the peak throughput to either 800 or 533 MB s−1

and allows for two or four device slots per computer.
Like PCI, PCI-X is a multi-drop bus. Offering more than one device slot on the

same PCI-X bus does not increase total throughput because the bus resources
must be shared between the multiple devices. In order to gain more throughput,
an entire second PCI-X bus would have to be connected to the computer chipset.
Usually, only the server chipsets support this level of functionality. With mul-
tiple devices installed in the same PCI-X bus, the peak throughput that can be
maintained by a device using PCI-X is about 75% of the peak bandwidth.

PCI-X does offer backward compatibility with PCI, which allows the use of
devices using PCI bus frequencies and protocols in a PCI-X bus. Taking advan-
tage of this functionality by using a PCI device in a PCI-X slot causes all the
devices to operate at the lower PCI rate. In this case, there is no value in selecting
PCI-X over PCI.

Like PCI, the introduction of PCI Express has given computer manufacturers
the incentive to reduce or eliminate PCI-X slots on new motherboards. PCI-X is
no longer natively supported by most new processor chipsets that support PCI
Express.
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8.4.4 PCI Express/CompactPCI Express/PXI Express

PCI Express, sometimes referred to as PCIe, was designed to be scalable from
desktop computers to servers. While the underlying hardware implementation of
the bus was entirely redesigned, the software interface to PCI Express was kept
backward-compatible with that of PCI. This was done to speed up the adoption
of PCI Express and allow device manufacturers to leverage their existing software
investment.

The most basic implementation of PCI Express uses one set of wires to
receive data and a second set to transmit data. This is referred to as an ×1
interface because one set of wires is used in each direction. Unlike PCI, where
the 132 MB s−1 peak throughput is shared by traffic going both to and from the
device, a PCI Express device offers a peak bandwidth of 250 MB s−1 per direction
for the ×1 interface. This results in a total throughput of 500 MB s−1 if the
device accesses are evenly divided between sending and receiving data. For most
devices, however, this is not the case. For example, the data of a video card is
almost entirely sent from the processor to the device and then out the video port.
For a frame grabber, the data is almost entirely in the opposite direction – being
sent to the processor as it is acquired from a camera. For this reason, throughput
numbers for PCI Express are usually quoted as the throughput per direction,
and for machine vision applications this will be the most relevant figure.

Like the other buses, PCI Express can deliver its peak throughput only in short
bursts. For the ×1 link, the portion of this throughput that can be averaged by the
input device can be above 200 MB s−1. The amount of overheads on PCI Express,
as a percentage of the peak throughput, is generally larger than that of PCI. This
can be particularly true under certain system configurations. One situation that
can reduce the average throughput well below 200 MB s−1 is when only a few bytes
of data are sent at a time. On PCI Express, data is transferred in packets. For each
packet, additional information is sent along with the data such as the amount of
data in the packet and a checksum. This information is used to ensure reliable
transfer to the receiving device, but it uses some of the transfer time. Because the
amount of overheads information that must be sent along with each packet is the
same regardless of the amount of data in the packet, packets with small amounts
of data dramatically reduce the achieved throughput. For most machine vision
applications, however, the packet size does not dramatically impact performance.

Unlike the multi-drop buses of PCI and PCI-X, where the bus is shared by all
devices, PCI Express is a point-to-point bus designed in a tree topology. Refer to
Figure 8.26 for the diagram of a PCI Express point-to-point configuration.

In a PCI Express bus, each device has its own interface to a chip on the mother-
board. This interface combines the data from its downstream devices and sends
it up the tree until it reaches the access point to the processor and main memory.
As long as the available throughput of the connections going toward the proces-
sor are well matched to the combined throughput of the branches, individual PCI
Express devices can operate simultaneously without significantly impacting the
performance of the other devices.

As was the case for increased throughput on the PCI bus, PCI Express also
offers increased throughput by increasing the operating frequency and number
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of data bits transferred at a time. Unlike PCI, where the earliest computers only
implemented the basic configuration, the initial PCI Express computers included
slots that supported different levels of throughput. This was achieved through
what PCI Express refers to as scalable widths, allowing the computer vendor
to offer slots with different levels of performance. The most common widths in
initial PCI Express computers were ×1, ×4, ×8, and ×16. Interfaces of different
widths provide additional throughput in multiples of the 250 MB s−1 peak and
200 MB s−1 average offered by the ×1 configuration. For example, ×16 provides
up to 16 times the peak throughput, or about 4 GB s−1. PCI Express technology is
constantly evolving. As of this writing, we are on version 4.0 of the PCI Express
standard, which uses 128b/130b line coding with a transfer rate of 16 GT s−1 and
a per-lane bandwidth of 15.75 Gbps as opposed to version 1.0 which provided a
transfer rate of 2.5 GT s−1 and 2 Gbps.

Because of the variety of PCI Express offerings, some care must be taken to
avoid potential pitfalls when combining PCI Express devices and slots. When
using a device of a particular width in a slot of a matched width, the situation
is straightforward and performance will match the throughput of the common
width. If, however, the device and slot are not of the same width, some investiga-
tion might be necessary to avoid performance surprises. Refer to Figure 8.27 for
a diagram of allowable combinations.

In PCI Express, a device may never be used in a slot of smaller width. For
example, a ×4 device will not fit in a ×1 slot. It requires a ×4 slot or larger. The
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Figure 8.27 PCI Express width interoperability.
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opposite configuration, using a device in a larger slot, is called up-plugging and
is permitted. In this case, however, the motherboard vendor has the freedom to
choose whether it will support the device at its full data rate or only at the lowest
×1 rate. This is done to allow motherboard vendors flexibility in controlling costs.
Most commonly, it will be desktop computers that limit the device to×1, whereas
workstations and servers support the device at its full rate. Even some desktop
machines support the full data rate when a card is used in an up-plugging config-
uration. If you require the full performance of the device at greater than the ×1
rate, verify with the computer manufacturer that the motherboard will support
the device at its full rate in the intended slot.

In addition to the basic data transfer functionality that has been offered by
previous buses, PCI Express also promises future capability to add support for
a variety of advanced features such as regularly timed transfers. While many
of these features were not implemented in the first computers to support PCI
Express, they are likely to be added as the bus matures.

As with PCI, variations of PCI Express also serve markets with additional needs
such as CompactPCI Express and PXI Express for the test, measurement, and
automation markets.

8.4.5 Throughput

When selecting a machine vision system, one of the foremost considerations is
how many parts can be inspected per minute. If the application only requires
inspections for a limited period and does not require immediate output from the
system during the acquisition, the system designer has more flexibility in system
selection. In this scenario, the system can lag somewhat behind on transfer and
processing during the acquisition as long as it has enough memory to queue up
the incoming images until the acquisition is over.

In the case where a certain rate is required indefinitely, all components of the
system must, on average, operate at that rate. If any part of the system – the cam-
era, camera bus, input device, computer bus, main memory, or processor – fails
to keep pace with the incoming objects, objects will be missed.

Even when components, on average, operate at the required rate, there will
often be periods of interruption when operation falls below average. When sys-
tems are designed, each component should be so chosen that its performance at
least matches the required rate most of the time. In addition, the system should
have some excess capacity to allow the system to catch up from periods of inter-
ruption. Refer to Figure 8.28 for a depiction of such a system.

The Ideal frame of Figure 8.28 shows an example of a system where the
computer bus is operating without interruption. As each image arrives, it is
immediately transferred to the processor. The Delay Tolerant frame shows a
more realistic view of a computer bus. Occasionally, another device on the
computer bus, perhaps an ethernet interface, interrupts image transfer, causing
a delay in the data arriving at the processor’s memory. Because this system
was designed for headroom in addition to the transfer time required in an
ideal situation, it is able to catch up and average the desired inspection rate. If,
however, the interruption is for a period that is longer than the processor has
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Figure 8.28 Computer buses that tolerate deviation from ideal.

memory for, an inspection can be lost. When only one buffer is available to
store images in the processor memory, a loss of inspection happens as soon as a
new image starts transferring while the processing on the previous image is not
finished. In Figure 8.28, a new image could not be sent to the image location in
memory because the processor was still working on the last image.

For the input device and its connection to the computer bus, there are two ways
to address this issue. The first solution is to select a bus that either interrupts
devices less often or a bus that is fast enough, relative to the required transfer
rate, to allow the device to quickly catch up once interruptions are over. The sec-
ond solution is to choose an input device with large banks of memory to store
up images while waiting for access to the bus so that it can withstand the long
interruptions of the bus.

When transferring data among devices on the same computer bus, each bus
interrupts devices at different times. For example, all PCI and PCI-X devices must
share the bus. If more than one device has data to provide at a time, the device
must await its turn, causing delays in starting the transfer of data. In PCI Express,
each device has its own interface, and it is delayed only when the interface chips
between the device and the computer exceed their larger interfaces to the pro-
cessor. The primary method for ensuring that the inspections are not missed,
however, is to select a computer bus that provides ample throughput to allow the
bus to catch up once the device is interrupted. In this regard, the examples to
follow will help you make this choice for your system.

The option of using large banks of memory is often exercised for acquisitions
that only need to run for a predetermined time limit. Using memory to store mul-
tiple images before using them is referred to as image buffering. Image buffering
can be done on the camera, in the input device, or in the main memory. Image
buffering in the camera is relatively uncommon because camera manufacturers
usually select the camera bus to match the output requirements of the camera.
Image buffering in host memory is done because the computer bus is providing
image data faster than the processor can process it. Buffering images in the main
memory allows images to be queued up for the processor as they become avail-
able. This type of buffering will be discussed in section 8.7.3. When buffering at
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the input device, additional memory in the input device itself is used to withstand
delays in the availability of the computer bus.

When using image buffering, it is important to remember that for continuous
application, buffering delays the inevitable only if the bus is not fast enough to
catch up after interruptions. The system must stay close enough to the average
transfer rate so that it never lags behind by more inspections than the number of
buffers available. Otherwise, inspections will be missed.

8.4.6 Prevalence and Lifetime

A second important area of consideration during initial system specification is
the prevalence and long-term availability of the selected computer bus. Selecting
a dying bus limits supplier selection, resulting in difficulties if a decision is made
later to deploy additional vision systems on the factory floor, and in the availability
of replacement parts. As technologies age, the older technologies tend to become
more expensive as they begin their phase-out. Once the technology is no longer
available at a reasonable price, the task of adding to an existing line can require
an entirely new respecification process.

With the introduction of PCI Express, ISA/EISA, PCI, and PCI-X are no longer
commonly available in the latest computers and should not be selected for new
systems.

8.4.6.1 Cost
Like the range in cost of the camera bus and its associated input device, the
selected computer bus also has a cost impact as part of the overall cost of the
computer. The first area of cost impact is the computer that offers the desired bus.
Some buses are available in all classes of computers, but if more than one input
device is required in the system, a low-end computer might not provide enough
slots for the devices, or it might not offer enough throughput for the combined
requirements of the two devices. Again, this can force the purchase of a more
expensive computer.

The second area of cost impact is in the cost of the input device. The input
device will cost more if it offers a large amount of on-board memory for image
buffering, due to the selected bus being unable to maintain the required through-
put. While all input devices include a small amount of unadvertized memory to
deal with limited bus overheads, the amount of memory required to withstand
the long periods of interruption typical when operating at a high inspection rate
on a multi-drop bus can go into the megabytes or gigabytes, adding significantly
to the cost of the device.

8.5 Choosing a Computer Bus

8.5.1 Determine Throughput Requirements

Determining whether or not a particular computer bus will meet an application’s
needs begins with gathering information about the system requirements. This
section will discuss how to quantify requirements and evaluate the computer bus
of the selected input device for appropriate throughput.
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• How many inspections per minute does the application require? This will often
be limited by the mechanics of the equipment on the factory floor.

• Must inspections continue at this rate indefinitely or only for a limited period?
Is it acceptable to miss parts occasionally or must every part be inspected?

• For the camera that will meet the imaging needs, what will be the width and
height of the returned image? If the application does not require the full width
and height offered by the camera, can the image returned by the input device
or camera be limited only to what is needed? This can reduce the transfer and
processing burden.

• How many pixels does the camera output simultaneously? Sometimes this will
be called a tap or the number of channels.

• How many digitized bits are used to represent each pixel? For digital cam-
eras, this will be included in the camera’s specification. Most commonly, a
monochrome digital camera will be either 8- or 10-bit. For an RGB camera,
this is commonly 8 bits each for RGB. For analog cameras, the digitization of an
analog video signal happens at the frame grabber. Some analog frame grabbers
might support only 8-bit digitization while others support a selectable number
of bits. For IEEE 1394 cameras, this value is often selectable when configuring
the camera.

• How many digitized bits will be transferred across the computer bus by the input
device for each pixel? For applications that involve immediate processing of the
acquired image, the data will usually be transferred in a byte- or word-aligned
format to allow more efficient access to the data by the processor. If using a
10-bit monochrome camera, it is likely that 16 bits (2 bytes) will be transferred,
so that the processor will not have to use processing time to separate out the
bits that belong to another pixel from the data that it gets from its memory.
Likewise, for immediate processing of data from an RGB camera, transferring
the three 8-bit color values is often done as 32 bits (4 bytes) so that the proces-
sor does not have to read memory twice if the data for a single pixel straddles
multiple memory locations.

• What bus does the proposed input device use? For frame grabbers, this will be
described as part of the product specifications. For USB or ethernet ports, refer
to the documentation for the computer to determine whether the port is inte-
grated into the motherboard. Refer to the device documentation if the device
is a plug-in device. Also be careful of interface ports that are internally multi-
plexed. For instance, an industrial PC vendor could provide four USB 3.0 ports
on the machine, but they are internally routed to only two USB controllers,
meaning that you must share full USB 3.0 bandwidth between ports. If you
require full bandwidth per port, look for a machine that routes each port to it
is own controller.

• Are there any other devices sharing the computer bus? On some computers,
the integrated ethernet port will often share the same PCI bus as the device
slots. If the network is connected during your acquisitions, the bus throughput
available for imaging can be dramatically reduced.
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8.5.2 Applying the Throughput Requirements

With the above information, it is possible to determine the rate at which data
must be transferred across the computer bus. While the examples in this section
are intended to help you select a computer bus for a system that must run con-
tinuously, a similar process is applied to determine throughput needs of a system
that will only acquire in bursts.

Consider the following example: A particular application requires 480 inspec-
tions per minute that will be continuously acquired and processed. The user’s
camera evaluation determined that a monochrome camera is needed to produce
images that are 1280 pixels× 1024 pixels with 10 bits used to represent each
pixel. Two pixels are output by the camera at a time. Because the incoming data
is 10 bits, the input device will transfer 2 bytes of data per pixel. Because of the
continuous acquisition requirement, the selected computer bus must transfer
an average of at least 480 images per minute. Each image will be made up of
1280× 1024= 1 310 720 pixels per image and the bus will transfer two bytes for
each pixel, 1 310 720 pixels per image× 2 bytes per pixel= 2 621 440 bytes per
image. So, with this information, we know how many bytes the bus will have
to transfer in each acquisition interval. Combining this information with the
number of images the system must transfer per second gives the data rate that
the bus must average. Because bus throughput is specified in the amount of data
per second, convert the inspections per minute to inspections per second by
dividing the 480 images per minute by 60 s min−1. This results in eight images per
second. By multiplying the amount of data per image by the number of images
per second, you get a data throughput of 2 621 440 bytes per image× 8 images
per second= 20 971 520 bytes per second. Bus throughput is usually given in
megabits or megabytes per second, so we will need to convert to this format. One
thing to remember is that, although kilobytes are usually multiples of 1024 bytes
and megabytes are multiples of 1024 kB, when bus speeds are specified in
megabytes per second, it is usually in multiples of 1000 kB s−1, which are in turn
multiples of 1000 bytes per second. So, to evaluate our calculated value in terms
of the megabytes per second used when talking about computer buses, we will
use 1000 multiples, which yield 20.97 MB s−1.

Assuming that there are no other devices in the system, the throughput needs
of this application can be solved by PCI, PCI-X, or PCI Express. Lifetime and cost
will be the factors that drive the decision.

8.6 Driver Software

The most commonly overlooked component of most machine vision systems is
the software used to acquire images from your camera. The software that han-
dles this responsibility is typically referred to as driver software. To get a clear
understanding of driver software and how it pertains to your machine vision
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Figure 8.29 Layers of typical driver software architecture.

application, you should have a good understanding of the features of driver soft-
ware, the acquisition modes possible with driver software, and how images are
represented in memory and on disk.

To evaluate any driver software, you should consider the following dimensions:
the API, supported platforms, performance, and utility functions.

A typical driver software package has different layers to it, each with a specific
responsibility. Figure 8.29 shows each of these layers. For the purposes of this
discussion, assume that the OS you are using is a dual-mode OS. Windows, Linux,
and MacOS are examples of dual-mode OSs. A dual-mode OS means that the
time-critical low-level hardware interaction takes place in one partition, known
as the kernel mode, while the less critical high-level user interaction takes place
in another partition, called the user mode.

In this type of architecture, the lowest level component is the kernel-level
driver. The kernel-level driver is in direct control of the hardware interface
regardless of whether the hardware is a frame grabber, IEEE 1394 interface card,
USB interface card, or gigabit ethernet card. The kernel level driver manages
detection of the hardware on system startup, directly reads and writes registers
in the hardware during configuration and operation, and handles the low-level
hardware interactions such as servicing interrupts and initiating direct memory
access (DMA). The kernel-level driver typically encapsulates the hardware
interface device.

The next component is referred to as the user-level driver. The user-level
driver interacts with the interface hardware through the kernel-level driver
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and interacts with the user-defined application through the API. Typically, the
user-level driver still has fairly intimate knowledge of the interface hardware,
but it also has knowledge of the interface hardware being used to connect to
a camera. It also understands the concept of an image. The user-level driver
manages all the functions of the acquisition that are not time-critical, and
offloads the high-priority tasks to the kernel-level driver.

The user-level driver will also expose a set of APIs to the user. The API is the
set of functions that programmers have at their disposal for developing an appli-
cation. An API is specific to a programming language such as C, Visual Basic, or
LabVIEW, and an application will use one of the exposed APIs to interface with
the user-level driver.

8.6.1 Application Programming Interface

The API is the highest layer of the driver software. The API is the set of functions
that programmers have for controlling the interface hardware and the corre-
sponding camera. The API is extremely important because, while the driver can
be very powerful and efficient, it is useless unless it exposes those features easily
to the programmer through the API.

Most driver software packages will expose more than one API. This is because
of the variety of programming languages that programmers use throughout the
industry. One of the first things you should look for in a driver software package
is whether it has support for the programming environment that you want to use.
If there are going to be multiple programmers on the project, it is a good idea to
make sure that all the necessary APIs are exposed.

Almost all driver software packages should expose a C API since it is one of
the most powerful and well-adopted programming languages in the industry.
If you are programming in Visual Basic, you should look for a driver software
package that exposes an ActiveX interface. ActiveX is a software model that pro-
vides a simple-to-program interface to Visual Basic programmers. This software
model (and API) is typically less powerful and less efficient than C. However, in
many cases it is sufficient for machine vision applications and provides incredible
advantages to developers because of the rapid development of user interfaces and
applications.

While C and Visual Basic are well-established programming languages in
machine vision, there are a couple of languages that are just starting to emerge.
The first is VB.NET from Microsoft. This programming environment is intended
to replace Visual Basic, although adoption has been slow. While many machine
vision vendors are currently providing VB.NET compatibility through wrappers,
none is providing native VB.NET controls. In the coming years, some software
packages may emerge, but for now Visual Basic is still more widely accepted.

Another exciting programming language for machine vision is LabVIEW.
It is only since the late 1990s that LabVIEW has been used in machine vision
applications, but the language has been used extensively since the mid-1980s in
industries such as test, data acquisition, and instrument control. LabVIEW is
becoming popular because of the productivity and power it brings to machine
vision. Designing a user interface in LabVIEW is very similar to the Visual Basic
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experience. However, writing the code is a very intuitive experience. LabVIEW
uses visual blocks to represent functions and wires to control program flow. The
end result is a code that looks very much like a flowchart, which mirrors the
way many engineers think. Since LabVIEW has an optimized compiler, which
generates raw machine code, it runs almost as efficiently as C-compiled software.

Regardless of which programming language you use, the two most important
features of a good API are intuitive and identifiable function names and multidi-
mensional scalability. Good function names are necessary for rapid code devel-
opment and easy readability of the code. If the function name maps well to the
concept, the programmer can charge ahead without constantly referencing the
documentation. The following code snippet provides an example of a good API.

/* Initialize variables */
int startNow = TRUE;
int continue = TRUE;
int waitForNext = TRUE;
int resize = TRUE;

/* Open the interface to the camera */
imgInterfaceOpen("img0",\&InterfaceID);

/* Start the image acquisition immediately */
imgGrabSetup(InterfaceID, startNow);

/* Continuously grab the next image and draw it to the
screen */

while (continue == TRUE) \{
imgGrab (InterfaceID, myImage,waitForNext);
imgDraw (myImage, windowNumber, resize);

\}

/* Close the interface when done */
imgClose (InterfaceID);

The first thing you will notice about this API is that it is very intuitive. The
actual function names are very descriptive, and someone reading the code can
immediately understand what this section of code does even without extensive
comments. In this case, we are setting up and initiating a continuous image
acquisition with display. First, you initialize resources, next start the acquisition,
then copy and display each image, and finally close the resources. Another
defining aspect of the API is that each function is easily recognizable as part
of this API since all functions have the same prefix. This may seem like an
unimportant aspect, but since most applications require linking into multiple
APIs, it can be very useful for debugging if you can quickly identify which library
a particular function belongs to.

Another important feature of the API is scalability. It is very common for the
needs of your application to change between the start of development and the
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final product. There are multiple dimensions in which you may want to scale your
application. For example, you may start out with a low-cost analog-camera-based
solution to your problem. However, as you start working on your processing,
you may find that you need a higher resolution camera to resolve the features
you need to inspect. With a good API, you should be able to change over to a
high-resolution Camera Link camera and Camera Link frame grabber without
changing your code. You may have a multi-camera application with two frame
grabbers and, for cost reasons, want to port it to a single multichannel board. A
major hurdle to porting to this new hardware is the need to rewrite the acqui-
sition portion of your application. With a good API, this migration should not
require much in the way of code changes.

Lastly, any good scalable API will offer both high-level and low-level options.
For example, the above code sample was written with a high-level API. It is very
simple for doing common tasks, but does not provide the flexibility that may be
needed for accomplishing advanced tasks.

8.6.2 Supported Platforms

Most machine vision applications today run on a PC. There are a number of OSs
in use today, and most of them are appropriate for machine vision. Be sure that
the hardware you buy has support for the platform that you intend to use for your
application. The most prevalent platform is Windows.

A more recent OS to emerge in machine vision is Linux. Linux has proven to
be a very popular platform for vision in Europe and is catching on in the United
States. Programmers like the open source nature of the OS because it provides
transparency to the inner workings of the OS, which can allow developers to work
around nuances or bugs that may exist at the lowest levels of the OS. Additionally,
Linux is better suited for creating a streamlined environment for machine vision
since it is fairly easy to include only the components you need for your solution
and none of the additional drivers and utilities that you do not need.

There are also a number of real-time OSs in the market. Real-time OSs such
as VxWorks provide a light-weight OS that is extremely reliable and can run on
embedded machines consuming very little resources. There are also real-time
versions of Linux that are gaining popularity. Many embedded vision systems and
smart cameras are now taking advantage of low-power processors and real-time
OSs to provide machine vision in a highly reliable, small form factor machine
vision solution.

8.6.3 Performance

Machine vision applications are typically some of the most demanding applica-
tions for a computer. The reason for this is the large size of the dataset. A typical
machine vision image has a resolution of 1024 pixels× 1024 lines, or a total of
1 million pixels. If each of these pixels is represented by 1 byte (8 bits), the total
size of the image is 1 MB. You can imagine that an algorithm running on this
image to find edges or patterns to execute arithmetic operations on each of these
1 million pixels. Many algorithms even require multiple passes over an image.
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If your application intends to run at 30 fps, it is not uncommon for your computer
to perform tens of millions of instructions per second just to find your pattern.

Given the intense nature of image processing, it is important to minimize the
overheads required in getting the image into the PC. This is the role of an effi-
cient driver and hardware. PC architectures provide a mechanism for interface
cards to move data into PC memory without using the processor. This mecha-
nism is called direct memory access or DMA. If your interface and driver support
DMA, almost all of the overheads associated with copying data to the PC are
handled by the hardware and driver and the CPU is free to process the resulting
images.

Since copying the image data into the buffer is now handled without proces-
sor involvement, there needs to be some sort of notification to the processor that
the image transfer is complete. Without this notification, the application running
on the CPU would not know when it is safe to start processing the image. One
way to implement this notification is with a polling mechanism. This mechanism
consists of a loop that regularly checks a status bit of the hardware to see whether
the operation is complete. Polling is not ideal because it requires too much CPU
usage to run the loop that reads the status bit. The CPU is too valuable a resource
in most machine vision applications to be used in this manner. For this reason,
most interfaces use a mechanism called an interrupt to let the processor know
that an image is complete. When an interrupt asserts, the driver calls an interrupt
service routine (ISR) to handle that interrupt. A well-written driver will minimize
the amount of work that is done in an ISR so that it does not take valuable cycles
away from the CPU until necessary. For example, if a frame grabber asserts an
interrupt to signal that a frame has just been captured, an efficient ISR would
simply increase a counter marking the count of frame that has arrived and per-
haps store off the memory address into which that frame is stored. At a later time,
the application can retrieve that image and perform a copy or other operations
required to prepare the image for processing. In general, the ISR should defer as
much as possible until the application requests that it be done.

Ideally, the basic acquisition of images from an interface should use less than
5% of the CPU. You will sometimes see more CPU usage if the camera outputs
compressed data that the computer needs to convert. This is very common with
color cameras, which output images in a Bayer or YUV format that need to be
uncompressed for processing. If this is a concern, you may need to pay a little
more for a camera that does not output compressed image data.

8.6.4 Utility Functions

Along with the basic components required for image acquisition, most drivers
include utility functions for displaying and saving images. These features, while
not a core part of the driver, are necessary components of a vision application.
Display provides feedback that the images have been acquired properly and that
the field of view and focus are properly set for your scene. The ability to save
images allows you to share images with colleagues as well as record images that
can be used to test processing algorithms. Later on in this chapter, we will discuss
image display and image files in more depth.
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8.6.5 AcquisitionMode

One of the first things a programmer needs to determine is the correct acquisi-
tion mode for his or her application. There are two primary dimensions you will
need to define in order to ensure that they pick the proper acquisition mode. The
first question is whether your application will require a single shot or a continu-
ous acquisition. A single-shot acquisition runs once and then stops. A continuous
acquisition will run indefinitely until you stop the acquisition. The second ques-
tion is whether the application will require a single buffer or multiple buffers.
Buffer refers to the memory space used to hold images, and image corresponds
to a single frame of data given by the camera. Figure 8.30 shows common names
for each acquisition mode and a summary of when to use each one.

8.6.5.1 Snap
The most simple acquisition mode is the snap, which merely acquires a single
image into a memory buffer, as shown in Figure 8.31.

The image can be processed further after the acquisition is complete. The snap
is useful when you only need to work with a single image: for example, if you
want to take a test image of a part to save to disk and use it as a sample image for
developing your image processing operation.

Another common use of the snap is to call the acquisition repeatedly in a
software-timed loop. This method is inefficient and will not provide accurate
timing, but can be useful when you only need to monitor a scene periodically.
It is commonly used in monitoring applications, such as in observing a slowly
varying temperature on an analog meter.

8.6.5.2 Grab
In the grab acquisition mode, the frame grabber transfers each image into an
acquisition buffer in the system memory. It continually overwrites the same buffer
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with new frames as long as the acquisition is in progress. The buffers are copied
as necessary to a separate processing buffer where analysis or display may take
place as shown in Figure 8.32.

The grab acquisition is the simplest method of displaying a live image in real
time. It is most useful in applications where a visual display is all you need. A
typical application might involve monitoring a security gate to allow a guard to
recognize and grant access to visitors from a remote location.

In some cases, the single acquisition buffer used in a grab is insufficient. If you
are trying to acquire and process every single image, any OS delays can cause
frames to be missed. There is also a very short time available for the image to
be copied into the processing buffer before the acquisition buffer is overwritten
with the next frame. With dynamic scenes, you can clearly see this effect appear
as a horizontal discontinuity in the image; one portion of the image comes from
the latest frame, while the rest is from the previous frame. In these cases, a ring
acquisition is recommended instead.

8.6.5.3 Sequence
A sequence acquisition uses multiple buffers, shown in Figure 8.33, but writes
to them only once. The image acquisition stops as soon as each buffer has been
filled once.

Sequence acquisition is useful in cases where you need to capture a one-time
event that will span over multiple frames. Any processing or display that needs
to be done will typically be done after the acquisition is complete. Most applica-
tions that use this type of acquisition start the image acquisition on a trigger and
then acquire at the maximum camera rate until all buffers are full. An example
application would be monitoring a crash test.
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Figure 8.33 Sequence acquisition.
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8.6.5.4 Ring
A ring acquisition is the most complex but also the most powerful acquisition
mode. A ring uses and recycles multiple buffers in a continuous acquisition.
Figure 8.34 shows a ring acquisition.

The interface copies images as they come from the camera into Buffer 1, then
Buffer 2, then Buffer 3, and then back to Buffer 1, and so on. Ring acquisition is
the safest for robust machine vision applications.

This becomes apparent when we start thinking about adding processing into
the equation. Inserting processing could cause problems if the algorithm takes
more than one frame period to complete. Figure 8.35 illustrates a ring acquisition
with processing.

The image processing for any image can begin as soon as a given image has been
completely copied into a buffer. With a multi-buffered approach, processing can
safely happen at the same time when the next image is being acquired. This would
never be safe with a single-buffered approach.

In a single-buffer approach, if the processing algorithm blocks and does not
return until complete, the application may miss a frame. If the algorithm returns

Figure 8.34 Ring acquisition.
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immediately but runs in a separate thread, the next iteration of the acquisition
loop may overwrite the image that is being processed. The multi-buffered
approach ensures that your application can process one image while acquiring
another.

The other benefit of ring acquisition is that, if the processing for a particu-
lar image takes longer than average to complete, the acquisition can safely jump
ahead to the next buffer. On average, however, the processing still does need to
keep up with the acquisition. If not, the application will run out of buffers as the
acquisition keeps pulling further and further ahead of the processing. However,
multiple buffered acquisitions do allow robustness when there is variability in
processing time from image to image. This variability typically exists when the
time that the algorithm takes to run is data-driven. For example, if the algorithm
counts objects and calculates statistics on each object, an image with 1 object
will process much faster than an image with 20 objects. Sometimes, the variabil-
ity has nothing at all to do with the application itself, but with other tasks that
the computer must attend to such as running an auto-save or IT-mandated virus
scan. A well-written application will have enough buffers in the acquisition list to
accommodate the worst case scenarios.

8.6.6 Image Representation

Like everything else in a computer, images are stored as a series of bits. By under-
standing the bit structure, developers can better optimize their code for space
and performance. The following sections discuss how images are stored both in
memory and on disk.

8.6.6.1 Image Representation in Memory
An image is a 2D array of values representing light intensity. For the purposes of
image processing, the term image refers to a digital image. An image is a function
of the light intensity f (x, y), where f is the brightness of the point (x, y) and x and y
represent the spatial coordinates of a picture element, or pixel. By convention, the
spatial reference of the pixel with the coordinates (0, 0) is located at the top-left
corner of the image. Notice in Figure 8.36 that the value of x increases on moving
from left to right, and the value of y increases from top to bottom.

In digital image processing, an imaging sensor converts an image into a discrete
number of pixels. The imaging sensor assigns to each pixel a numeric location and
a gray level or color value that specifies the brightness or color of the pixel.

A digitized image has three basic properties: resolution, definition, and num-
ber of planes. The spatial resolution of an image is determined by the number of
rows and columns of pixels. An image composed of m columns and n rows has a
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Figure 8.36 Spatial reference of the (0, 0) pixel.
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resolution of m× n. This image has m pixels along its horizontal axis and n pixels
along its vertical axis.

The definition of an image indicates the number of shades that you can see in
the image. The bit depth of an image is the number of bits used to encode the
value of a pixel. For a given bit depth of n, the image has an image definition of
2n, meaning a pixel can have 2n different values. For example, if n equals 8 bits, a
pixel can have 256 different values ranging from 0 to 255. If n equals 16 bits, a pixel
can have 65 536 different values ranging from 0 to 65 535 or from negative 32 768
to 32 767. The manner in which you encode your image depends on the nature of
the image acquisition device, the type of image processing you need to use, and
the type of analysis you need to perform. For example, 8-bit encoding is sufficient
if you need to obtain the shape information of objects in an image. However, if
you need to precisely measure the light intensity of an image or a region in an
image, you must use 16-bit or floating-point encoding. Use color-encoded images
when your machine vision or image processing application depends on the color
content of the objects you are inspecting or analyzing.

The number of planes in an image corresponds to the number of arrays of pix-
els that compose the image. A grayscale or pseudo-color image is composed of
one plane, while a true-color image is composed of three planes – one each for
the red, blue, and green components. In true-color images, the color component
intensities of a pixel are coded into three different values. A color image is the
combination of three arrays of pixels corresponding to the RGB components in
an RGB image. HSL images are defined by their HSL values.

Most image processing libraries can manipulate both grayscale and color
images. Grayscale images can be represented with either 1 or 2 bytes per pixel,
and color images can be represented as either RGB or as HSL values. Figure 8.37
shows how many bytes per pixel grayscale and color images use. For an identical
spatial resolution, a color image occupies 4 times the memory space of an 8-bit
grayscale image.

A grayscale image is composed of a single plane of pixels. Each pixel is encoded
using either an 8-bit unsigned integer representing grayscale values between 0
and 255 or a 16-bit signed integer representing grayscale values between 0 and
65 535. Color image pixels are a composite of four values. RGB images store color
information using 8 bits each for the RGB planes. HSL images store color infor-
mation using 8 bits each for HSL. RGB U64 images store color information using
16 bits each for the RGB planes. In the RGB and HSL color models, an addi-
tional 8-bit value goes unused. This representation is known as 4× 8-bit or 32-bit
encoding. In the RGB U64 color model, an additional 16-bit value goes unused.
This representation is known as 4× 16-bit or 64-bit encoding. Figure 8.38 shows
how RGB and HSL store color information.

Figure 8.39 depicts an example of how an image is represented in the system
memory. Note that this is only one type of representation, and the actual repre-
sentation may vary slightly depending on your software package. In addition to
the image pixels, the stored image includes additional rows and columns of pix-
els called the image border and the left and right alignments. Specific processing
functions involving pixel neighborhood operations use image borders. The align-
ment regions ensure that the first pixel of the image is 8-byte aligned in memory.
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Figure 8.38 RGB and HSL pixel
representation.

The size of the alignment blocks depend on the image width and border size.
Aligning the image increases processing speed by as much as 30%. The line width
is the total number of pixels in a horizontal line of an image, which includes the
sum of the horizontal resolution, the image borders, and the left and right align-
ments. The horizontal resolution and line width may be the same if the horizontal
resolution is a multiple of 8 bytes and the border size is 0.

Many image processing functions process a pixel by using the values of its
neighbors. A neighbor is a pixel whose value affects the value of a nearby pixel
when an image is processed. Pixels along the edge of an image do not have neigh-
bors on all four sides. If you need to use a function that processes pixels based
on the value of their neighboring pixels, specify an image border that surrounds
the image to account for these outlying pixels. You define the image border by
specifying a border size and the values of the border pixels.

The size of the border should accommodate the largest pixel neighborhood
required by the function you are using. The size of the neighborhood is specified
by the size of a 2D array. For example, if a function uses the eight adjoining neigh-
bors of a pixel for processing, the size of the neighborhood is 3× 3, indicating an
array with three columns and three rows. Set the border size to be greater than
or equal to half the number of rows or columns of the 2D array rounded down to
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Figure 8.39 Internal image representation: (1) image, (2) image border, (3) vertical resolution,
(4) left alignment, (5) should be Horizontal Resolution, (6) right alignment, and (7) line width.

the nearest integer value. For example, if a function uses a 3 × 3 neighborhood,
the image should have a border size of at least 1. If a function uses a 5 × 5 neigh-
borhood, the image should have a border size of at least 2.

8.6.7 Bayer Color Encoding

Bayer encoding is a method you can use to produce color images using a single
imaging sensor, instead of three individual sensors for the RGB components of
light. This technology greatly reduces the cost of cameras. In some higher end
cameras, the decoding algorithm is implemented in the camera firmware. This
type of implementation guarantees that the decoding works in real time. Other
cameras simply output the raw Bayer pattern so that the image you get in memory
needs to be decoded by the software to get the expected RGB format.

The Bayer color filter array (CFA) is a primary color mosaic pattern of 50%
green, 25% red, and 25% blue pixels. Green pixels comprise half of the total pixels
because the human eye gets most of its sharpness information from green light.

Figure 8.40 describes how the Bayer CFA is used in the image acquisition pro-
cess.

Light travels through the camera lens onto an image sensor that provides one
value for each sensor cell. The sensor is an array of tiny light-sensitive diodes
called photosites. The sensor converts light into electrical charges. The sensor is
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Figure 8.40 Bayer encoding.

covered by the Bayer CFA so that only one color value reaches any given pixel.
The raw output is a mosaic of RGB pixels of differing intensities. When the image
is captured, the accumulated charge for each cell is read, and analog values are
converted to digital pixel values using an ADC.

Color interpolation, sometimes referred to as demosaicing, fills in the missing
colors. A decoding algorithm determines a value for the RGB components of each
pixel in the array by averaging the color values of selected neighboring pixels and
producing an estimate of color and intensity. After the interpolation process is
complete, the white balancing process further enhances the image by adjusting
the red and blue signals to match the green signal in the white areas of the image.

Several decoding algorithms perform color decoding, including nearest neigh-
bor, linear, cubic, and cubic spline interpolations. The following example provides
a simple explanation of the interpolation process.

Determine the value of the pixel in the center of the following group:

R G R
G B G
R G R

These pixels have the following values:

200 050 220
060 100 062
196 058 198

Neighboring pixels are used to determine the RGB values for the center pixel.
The blue component is taken directly from the pixel value, and the green and red
components are the average of the surrounding green and red pixels, respectively.

R = (200 + 220 + 196 + 198)∕4 = 203.5204
G = (50 + 60 + 62 + 58)∕4 = 57.558
B = 100

The final RGB value for the pixel is (204, 58, 100).This process is repeated for
each pixel in the image.
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White balancing is a method you can use to adjust for different lighting con-
ditions and optical properties of the filter. While the human eye compensates
for light with a color bias based on its memory of white, a camera captures the
real state of light. Optical properties of the Bayer filter may result in mismatched
intensities between the RGB components of the image.

To adjust image colors more closely to the human perception of light, white
balancing assumes that, if a white area can be made to look white, the remaining
colors will be accurate as well. White balancing involves identifying the portion
of an image that is closest to white, adjusting this area to white, and correcting
the balance of colors in the remainder of the image based on the white area. You
should perform white balancing every time lighting conditions change. Setting
the white balance incorrectly can cause color inconsistencies in the image.

The white level defines the brightness of an image after white balancing. The
values for the RGB gains are determined by dividing the white level by the mean
value of each component color. The maximum white level is 255. If the white level
is too high or too low, the image will appear too light or too dark. You can adjust
the white level to fine-tune the image brightness.

8.6.7.1 Image Representation on Disk
An image file is composed of a header followed by pixel values. Depending on
the file format, the header contains image information about the horizontal and
vertical resolution, pixel definition, and the original palette. Image files may also
store supplementary information such as calibration, overlays, or timestamps.
The following are the common image file formats:
• BMP – the bitmap file format represents most closely the image representation

in memory. Bitmap files are uncompressed, so the size on disk will be very near
the size in memory. One benefit of the bitmap format is that you do not lose
any data when you save your image.

• TIFF – a popular file format for bitmapped graphics that stores the information
defining graphical images in discrete blocks called tags. Each tag describes a
particular attribute of the image. TIFF files support compressed and noncom-
pressed images.

• PNG – a very flexible file format that supports lossless compression as well as
support for 16-bit monochrome images and 64-bit color images. PNG also
offers the capability of storing additional image information such as calibra-
tion, overlays, or timestamps.

• JPEG – JPEG images offer support for grayscale and color images and a high
level of compression. However, this compression is lossy. Once the image is
saved, you can never recover all the image information.
Standard formats for 8-bit grayscale and RGB color images are BMP, TIFF,

PNG, and JPEG. The standard formats for 16-bit grayscale and 64-bit RGB
is PNG.

8.6.8 Image Display

Displaying images is an important component of machine vision applications
because it gives you the ability to visualize your data. Image processing and image
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visualization are distinct and separate elements. Image processing refers to the
creation, acquisition, and analysis of images. Image visualization refers to how
image data is presented and how you can interact with the visualized images.
A typical imaging application uses many images in memory that the application
never displays.

Use display functions to visualize your image data, to retrieve generated events
and the associated data from an image display environment, to select ROI from
an image interactively, and to annotate the image with additional information.

Display functions display images, set attributes of the image display environ-
ment, assign color palettes to image display environments, close image display
environments, and set up and use an image browser in image display environ-
ments. Some ROI functions, a subset of the display functions, interactively define
ROIs in image display environments. These ROI functions configure and dis-
play different drawing tools, detect draw events, retrieve information about the
region drawn on the image display environment, and move and rotate ROIs. Non-
destructive overlays display important information on top of an image without
changing the values of the image pixels.

8.6.8.1 Understanding Display Modes
One of the key components of displaying images is the display mode that the
video adaptor operates. The display mode indicates how many bits specify the
color of a pixel on the display screen. Generally, the display mode available from
a video adaptor ranges from 8 to 32 bits per pixel, depending on the amount
of video memory available on the video adaptor and the screen resolution you
choose. If you have an 8-bit display mode, a pixel can be one of 256 different
colors. If you have a 16-bit display mode, a pixel can be one of 65 536 colors. In
24- or 32-bit display mode, the color of a pixel on the screen is encoded using 3
or 4 bytes, respectively. In these modes, information is stored using 8 bits each
for the RGB components of the pixel. These modes offer the possibility to display
about 16.7 million colors.

Understanding your display mode is important to understanding how your
software displays the different image types on a screen. Image processing
functions often use grayscale images. Because display screen pixels are made of
RGB components, the pixels of a grayscale image cannot be rendered directly. In
24- or 32-bit display mode, the display adaptor uses 8 bits to encode a grayscale
value, offering 256 gray shades. This color resolution is sufficient to display 8-bit
grayscale images. However, higher bit depth images, such as 16-bit grayscale
images, are not accurately represented in a 24- or 32-bit display mode. To display
a 16-bit grayscale image, either ignore the least significant bits or use a mapping
function to convert 16 to 8 bits.

Mapping functions evenly distribute the dynamic range of the 16-bit image to
an 8-bit image. The following techniques describe the common ways in which
software convert 16-bit images to 8-bit images and display those images using
mapping functions.

Full dynamic – the minimum intensity value of the 16-bit image is mapped to 0
and the maximum intensity value is mapped to 255. All other values in the
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image are mapped between 0 and 255 using the following equation:

z =
x − y
𝑣 − y

× 255

where

z is the 8-bit pixel value
x is the 16-bit value
y is the minimum intensity value
𝑣 is the maximum intensity value

The full dynamic mapping method is a good general-purpose method because
it ensures the display of the complete dynamic range of the image. Because
the minimum and maximum pixel values in an image are used to determine
the full dynamic range of that image, the presence of noisy or defective pixels
with minimum or maximum values can affect the appearance of the displayed
image.

Given range – This technique is similar to the full dynamic method, except
that the minimum and maximum values to be mapped to 0 and 255 are
user-defined. You can use this method to enhance the contrast of some
regions of the image by finding the minimum and maximum values of those
regions and computing the histogram of those regions. A histogram of this
region shows the minimum and maximum intensities of the pixels. Those
values are used to stretch the dynamic range of the entire image.

Downshifts – This technique is based on shifts of the pixel values. This method
applies a given number of right shifts to the 16-bit pixel value and displays the
least significant bit. This technique truncates some of the lowest bits, which
are not displayed. The downshifts method is very fast, but it reduces the real
dynamic of the sensor to 8-bit sensor capabilities. It requires knowledge of the
bit depth of the imaging sensor that has been used. For example, an image
acquired with a 12-bit camera should be visualized using four right shifts in
order to display the eight most significant bits acquired with the camera.

8.6.8.2 Palettes
At the time a grayscale image is displayed on the screen, the software converts the
value of each pixel of the image into RGB intensities for the corresponding pixel
displayed on the screen. This process uses a color table, called a palette, which
associates a color to each possible grayscale value of an image.

With palettes, you can produce different visual representations of an image
without altering the pixel data. Palettes can generate effects such as photoneg-
ative displays or color-coded displays. In the latter case, palettes are useful for
detailing particular image constituents in which the total number of colors is
limited.

Displaying images in different palettes helps to emphasize regions with particu-
lar intensities, identify smooth or abrupt gray-level variations, and convey details
that might be difficult to perceive in a grayscale image.
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For example, the human eye is much more sensitive to small intensity variations
in a bright area than in a dark area. Using a color palette may help you distinguish
these slight changes.

A palette is a predefined or user-defined array of RGB values. It defines for
each possible gray-level value a corresponding color value to render the pixel.
The gray-level value of a pixel acts as an address that is indexed into the table,
returning three values corresponding to an RGB intensity. This set of RGB values
defines a palette in which varying amounts of RGB are mixed to produce a color
representation of the value range. Color palettes are composed of 256 RGB ele-
ments. A specific color is the result of applying a value between 0 and 255 for each
of the three color components. If the RGB components have an identical value,
the result is a gray-level pixel value. A gray palette associates different shades
of gray with each value to produce a continuous, linear gradation of gray from
black to white. You can set up the palette to assign the color black to the value
0 and white to 255, or vice versa. Other palettes can reflect linear or nonlinear
gradations going from red to blue, light brown to dark brown, and so on.

8.6.8.3 Nondestructive Overlays
A nondestructive overlay enables you to annotate the display of an image. You
can overlay text, lines, points, complex geometric shapes, and bitmaps on top of
your image without changing the underlying pixel values in your image; only the
display of the image is affected. Figure 8.41 shows how you can use the overlay to
depict the orientation of each particle in the image.

You can use nondestructive overlays for many purposes, such as the following:

• Highlighting the location in an image where objects have been detected
• Adding quantitative or qualitative information to the displayed image – like the

match score from a pattern matching function
• Displaying ruler grids or alignment marks.

Angle = 150°

Angle = 47°

Angle = 124°

Angle = 90°

Angle = 3°

Angle = 76°

Angle = 65°

Figure 8.41 Nondestructive overlay.
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Overlays do not affect the results of any analysis or processing functions – they
affect only the display. The overlay is associated with an image, so there are no
special overlay data types. You only need to add the overlay to your image.

8.7 Features of a Machine Vision System

A machine vision system is composed of a camera connected through a camera
bus to an interface device, which interacts with the host PC memory through the
computer bus. Machine vision systems use certain features to acquire the pixel
data from a camera sensor, manipulate the pixel data, and deliver the image of
interest to the host PC memory. While the features are common across machine
vision applications, they can be implemented in a variety of ways and in any of
the major system components. Machine vision systems use image reconstruc-
tion, timing and triggering, memory handling, look-up tables (LUT)s, ROIs, color
space conversion, and shading correction to manipulate the image data in prepa-
ration for image processing. This section provides an introduction to the purpose,
functionality, and implementation options for these features.

8.7.1 Image Reconstruction

There is a disparity between the way camera sensors output pixel data and the way
that image processing software expects to receive the image data. Camera sensors
output individual pixel data rather than the data for a full image. Therefore, you
need a way to properly interpret and orient the data so that a recognizable image
is available for image processing or display. Image reconstruction refers to the
reordering of the sensor data to create the acquired image in the host memory.

Sensors output image data in what is called a tap or channel. A tap is defined
as a group of data lines that acquire one pixel each. A camera that latches only
one pixel on the active edge of the pixel clock is known as a single-tap camera.
Multi-tap cameras acquire multiple pixels on separate data lines that are available
on the same active edge of the pixel clock. Using multiple taps greatly increases
the camera’s acquisition speed and frame rate.

Camera sensors output data in a variety of configurations. A single-tap cam-
era scans data beginning with the top-left pixel and moves to the right before
proceeding down to the next line, continuing in this manner until the last line
is completed for that frame. The camera then starts acquiring the pixel at the
top-left corner of the next frame. In contrast, the data from each tap of a multi-tap
camera can be independently acquired using one of several different configu-
rations. Figure 8.42 depicts several of the possible tap configurations machine
vision sensors use.

Image reconstruction can occur at any point in the machine vision system.
Since the sensor does not output pixel data in order, the pixel data must be
directed to the correct location in memory to reconstruct the image.

Image reconstruction requires a large amount of memory to appropriately
reorder the image data. To minimize size and cost, cameras rarely provide
the memory needed to store pixel data during image reconstruction. Image
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Figure 8.42 Tap configuration.

reconstruction can be implemented with software on the host PC to reorder the
pixel data in memory; however, this increases the amount of memory required in
the system. Most commonly, a frame grabber interface device provides on-board
memory and logic to perform inline reconstruction of the image.

8.7.2 Timing and Triggering

Most machine vision systems rely on timing and triggering features to control
and synchronize various parts of the system. Timing is the ability to precisely
determine when a measurement is taken. Triggering offers the flexibility to couple
timing signals between several channels and devices to provide precise control of
signal generation and acquisition timing. In machine vision systems, timing and
triggering provide a method to coordinate a vision action or function with events
external to the computer, such as sending a pulse to strobe lighting or receiving a
pulse from a position sensor to signal the presence of an item on an assembly line.

In the simplest system configurations, a trigger is not used, and the camera
acquires images continuously. However, if your application requires only certain
images, you can use a trigger to acquire a single frame (or line), start an acquisi-
tion, or stop an acquisition. These types of triggers are commonly generated by
external devices, such as data acquisition boards, position encoders, strobe lights,
or limit switches. Triggering can capture repetitive vision events that occur at
unknown intervals by starting an acquisition upon each occurrence of the event.

Several triggering configurations are available to acquire images in a machine
vision application. Some cameras are designed to connect directly to the output
trigger of an external device. This connectivity is simple; however, this config-
uration provides limited functionality. Since the trigger is passed directly from
the external device to the camera, the way in which the external device outputs
the trigger pulse needs to be compatible with the way in which the camera uses
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Figure 8.43 Trigger configuration example.

the trigger. Without this compatibility, the camera may not acquire the desired
image. Alternatively, the output trigger of an external device can be connected
to a frame grabber. The frame grabber receives the external device trigger, pro-
grammatically determines the appropriate action for that trigger, and sends out
a conditioned trigger to the camera. In response to a trigger, the frame grab-
ber can either take no action (trigger disabled), send a pulse to the camera to
start a continuous acquisition, send a pulse to the camera to acquire a single
image in response to each trigger received, or perform other trigger conditioning.
Figure 8.43 depicts a possible configuration for triggering in a machine vision sys-
tem. In this configuration, the proximity sensor outputs a trigger when an item
moves past the sensor. The trigger is routed to the frame grabber, which sends
out a trigger to acquire an image with the camera.

In many cases, trigger conditioning is required to provide camera control and
to ensure that the desired images are acquired for your application. There are
many types of trigger conditioning to accomplish different types of control for
the system. A delay can be inserted between the times when the frame grab-
ber receives a trigger from the external device and sends a trigger out to another
device. For example, a delay could be used in a manufacturing conveyor belt sys-
tem that uses a proximity sensor located at a distance from the camera. The frame
grabber receives a trigger when the object passes by the proximity sensor, applies
a delay, and sends a trigger to the camera to start the acquisition when the object
is in front of the camera. For some applications and cameras, the width of the
trigger pulse can define the duration of the exposure for the camera’s sensor. For
advanced triggering in systems, pattern generation provides synchronization of
multiple events using multiple trigger lines, such as camera exposure, lighting,
and plunger. A frame grabber can also be programmed to ignore triggers received
from the external device. This feature is most useful for ignoring pulses that occur
while the camera is still outputting the previous image data.
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Ignoring triggers is very useful in applications that use asynchronous reset, a
feature provided by many high-end cameras. The term asynchronous refers to the
fact that the response of the camera to an external input (the trigger) is immedi-
ate. This causes the camera to reset and capture an image as soon as it receives
a trigger. If the frame grabber receives a trigger before the camera completes the
transmission of the current frame, the camera resets without completing the cur-
rent frame, and the application receives a partial frame. For this reason, certain
triggers should be ignored to avoid resetting the camera while transmitting data
from the previous frame. Additionally, the frame grabber can keep a count of the
ignored triggers so that you can determine whether any trigger events did not
result in an acquired image.

Applications that use line-scan cameras also benefit from triggering in a
machine vision system. In contrast to area-scan cameras that provide images
of a set image size, line-scan cameras can theoretically provide a continuous
image. For this reason, they are commonly used in document scanning and web
inspection applications. The stationary line-scan camera acquires a single line
of pixels with each exposure, and the object of interest is moved in front of the
camera at a rate compatible with the exposure frequency. Each acquired line is
combined with previous lines to build the entire image of the object. A lack of
synchronization between the acquisition and the object speed can distort the
image. If the object speeds up, the image is stretched. If the belt slows down,
the image is compressed. Quadrature encoder triggers account for changes in
speed of the object of interest. Frame grabbers can provide additional trigger
conditioning by triggering the acquisition at different multiples of the quadrature
encoder clicks, giving extra control over the acquisition.

Variable height acquisition (VHA) is often used in line-scan applications where
you do not know the exact size of the object you are acquiring. In VHA mode, you
can use an external sensor that indicates whether an object is within the field of
view to trigger your image acquisition from this object’s present/not present sig-
nal. The advantage of this mode is that the acquired image has a variable height.
This guarantees that your object will fit in one image because the acquisition is
based on whether the object is present. In contrast, area-scan cameras might
acquire only a part of an object because the image size is smaller than the object.
Since VHA is an advanced function, it is commonly implemented using triggering
with frame grabbers and not with cameras.

Triggering serves an essential role in the integration of machine vision systems.
Triggers allow for coordination between vision actions, such as image acquisition,
and other events in the system. Frame grabbers provide many benefits in the con-
trol and manipulation of triggers through routing and trigger conditioning, which
are not available with cameras or software alone.

8.7.3 Memory Handling

Machine vision applications are memory-intensive because of the amount of
data involved in image acquisition and processing. For this reason, you need a
location to buffer the acquired image data before transferring or processing the
data. Without buffering, you can acquire only at the maximum rate supported
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by the bottleneck of the system (commonly the camera bus or the computer bus
bandwidth). If you exceed this maximum rate, you would have a data overflow
and frames would be lost. Memory for image buffering can be provided by the
camera, interface device, or system memory.

By allocating a sufficient number of buffers in the system memory, you should
be able to prevent losing frames even with an arbitrarily large delay caused by
limited bus throughput. Unfortunately, that is not exactly true. To illustrate this
scenario, compare the architectures of buffering in the system memory versus
buffering in onboard memory on a frame grabber. Figure 8.44 depicts an acqui-
sition into the system memory, and Figure 8.45 shows an acquisition into frame
grabber memory.
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Buffer 3
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Figure 8.44 Acquiring an image into the system memory.
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Figure 8.45 Acquiring an image into memory on a frame grabber.
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By populating memory on the frame grabber, the user can acquire images
from a high-speed event into the onboard memory and then transfer them to the
system memory across the PCI bus more slowly. If there is a delay associated with
the PCI bus, the OS, or image processing, the onboard buffers will continue to
be filled until resources are freed to catch up with the acquisition. Cameras can
include memory for buffering; however, buffering is most commonly handled
by the frame grabber. Most frame grabbers provide some amount of onboard
memory, either in the form of a small first in–first out (FIFO) buffer designed to
hold a few video lines (4 kB), or a larger memory space sufficient to hold several
images (16–80 MB). Even if the acquisition is configured to go to the system
memory, the onboard memory acts as a buffer to absorb the various delays that
might be encountered.

In addition to the buffering advantages, onboard memory allows burst acqui-
sitions at very high rates. Some very high speed applications, such as tracking
a bullet, require extremely high frame rates for short periods. The PCI bus can
only sustain 100 MB s−1, and the frame grabber can be designed to acquire at a
much higher rate from the camera (e.g., 32 bits per pixel at 50 MHz resulting in
200 MB s−1 of data). Onboard memory allows you to store the image data from
a high-speed event on the frame grabber before transferring the data to the sys-
tem memory across the PCI bus more slowly. As a result, you can bypass the
PCI bus limitation for short-duration acquisitions, and guarantee that no frames
will be lost until the onboard memory is filled. Using onboard memory is also
beneficial when the system memory is limited. In this case, you could acquire
the images onto the onboard memory and transfer one buffer at a time into the
system memory for processing. This configuration reduces the required system
memory because you hold only a single buffer on the host PC at a given time.

Onboard memory can also assist in minimizing the PCI bus traffic used by
the machine vision application. Unnecessary traffic across the PCI bus can be
avoided by evaluating the processing results of each buffer and discontinuing
the transfers as soon as the information of interest has been obtained. Alterna-
tively, the acquisition can store images into onboard memory at the full frame
rate and transfer images across the PCI bus only when the user requests them.
This solution is commonly used in monitoring applications that do not require
every image but do require PCI bandwidth for other data. This provides the most
recent image, and the PCI bus is busy with image transfers only when the user
requests an image. This results in continuous onboard acquisition, which allows
the most immediate response to image requests without taking up unnecessary
PCI bandwidth.

8.7.4 Additional Features

While all machine vision systems take advantage of image reconstruction, tim-
ing and triggering, and memory handling features, there are several other fea-
tures available to help manipulate the acquired image data to prepare for image
processing. These features are commonly used as preprocessing operations to
prepare the image for analysis. These operations include LUTs, ROI, color space
conversion, and shading correction.
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8.7.4.1 Look-Up Tables
An LUT is a commonly used feature in machine vision systems. LUT transfor-
mations are basic image processing functions that improve the contrast and
brightness of an image by modifying the dynamic intensity of regions with poor
contrast. LUTs efficiently transform one value into another by receiving a pixel
value, relating that value to the index of a location in the table, and reassign-
ing the pixel value to the value stored in that table location. Common LUT
transformations applied in machine vision applications include data inversion,
binarization, contrast enhancement, gamma correction, or other nonlinear
transfer functions. Table 8.6 presents an example of a data-inversion LUT for an
8-bit grayscale image type.

Commonly, the LUT index value is directly related to the pixel intensity value.
In a data-inversion LUT, the pixel intensity values are reversed; the lowest inten-
sity pixel value (0 or black) is converted to the highest intensity pixel value (255 or
white), and the highest intensity pixel value is converted to the lowest pixel inten-
sity value. When constructing an LUT, a specific output value is determined for
each index using an equation or other logic. Figure 8.46 illustrates the results of
applying various LUT transformations to an image.

Many machine vision applications require manipulation of the image to
separate the objects of interest from the background. Binarization, also known
as thresholding, segments an image into two regions: a particle region and a
background region. Binarization is accomplished by selecting a pixel value
range, known as the gray-level interval or threshold interval. Binarization works
by setting all image pixels that fall within the threshold interval to white and
setting all other image pixels to black. The result is a binary image that can easily
undergo additional binary image processing algorithms. Since certain detail may
be lost in the image, binarization is commonly used in applications where the
outline or shape of objects in the image is of interest for processing.

Often, the brightness of an image does not make full use of the available
dynamic range. Contrast enhancement is a simple image processing technique
that increases the intensity dynamic of an image. Also known as an LUT
table, this transfer function increases the contrast by evenly distributing a
specified gray-level range over the full gray scale of intensities. For processing,

Table 8.6 Sample data inversion
look-up table.

LUT index LUT output

0 255
1 254
2 253
· · · · · ·
253 2
254 1
255 0
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Figure 8.46 Sample transformation using LUTs.

the increased contrast helps in differentiating between the lighter and darker
features in the image without losing image details, as happens with binarization.

Gamma correction, or power-of-Y transformation, changes the intensity range
of an image by simultaneously adjusting the contrast and brightness of an image.
This transformation uses a gamma coefficient Y to control the adjustment. For
gamma correction transformations, the higher the gamma coefficient, the higher
the intensity correction. Gamma correction enhances high-intensity pixel values
by expanding high gray-level ranges while compressing low gray-level ranges.
This decreases the overall brightness of an image and increases the contrast in
bright areas at the expense of the contrast in dark areas. Inverse gamma cor-
rection, or power of 1/Y, enhances the low-intensity pixel values by expanding
low gray-level ranges while compressing high gray-level ranges. This increases
the overall brightness of an image and increases the contrast in dark areas at the
expense of the contrast in bright areas. Gamma correction is commonly used in
applications where the intensity range is too large to be stored or displayed.

Data inversion, binarization, contrast enhancement, and gamma correction are
just a sample of the transformations that can be performed with LUTs. LUTs are
highly customizable, allowing you to create user-defined LUTs to perform other
operations such as gain or offset transformations. LUTs provide an efficient way
to perform data transformations because the output values are precalculated and
stored in the table. Retrieving the table value and processing takes less time than
performing the calculation to determine the output value for each pixel in an
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Figure 8.47 Region of interest.

image. LUTs can be implemented in the hardware to do inline processing of the
image, or in the software to process the image after the image is acquired.

8.7.4.2 Region of Interest
A ROI is a user-defined subset of an image. The ROI identifies the areas of interest
for machine vision application, and removes the uninteresting image data that
is beyond the ROI. Figure 8.47 illustrates the process and the result of defining
an ROI.

ROIs can be applied by the camera, the interface device, or the host PC. For
cameras and interface devices, an ROI is a hardware-programmable rectangu-
lar portion of the acquisition window defining the specific area of the image to
acquire. In an ROI acquisition with hardware, only the selected region is trans-
ferred across the PCI bus. As a result, defining an ROI increases the sustained
frame rate for the system because the image size is smaller and there is less data
per acquisition to transfer across the bus. At the host PC, ROIs are the regions of
an image in which you want to focus your image processing and analysis. These
regions can be defined using standard contours, such as ovals or rectangles, or
freehand contours. In software, the user can define one or more regions to be used
for analysis. For image processing, applying an ROI reduces the time needed to
perform the algorithms because there is less data to process.

8.7.4.3 Color Space Conversion
A color space is a subspace within a 3D coordinate system where each color is rep-
resented by a point. You can use color spaces to facilitate the description of colors
between persons, machines, or software programs. Most color spaces are geared
toward displaying images with hardware, such as color monitors and printers, or
toward applications that manipulate color information, such as computer graph-
ics and image processing.

A number of different color spaces are used in various industries and appli-
cations. Humans perceive color according to parameters such as brightness, hue,
and intensity, while computers perceive color as a combination of RGB. The print-
ing industry uses cyan, magenta, and yellow to specify color. Every time you
process color images, you must define a color space. The RGB and HSL color
spaces are the most common color spaces used in machine vision applications.
Table 8.7 lists and describes common color spaces.
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Table 8.7 Common color spaces.

Color space Description

RGB Based on red, green, and blue. Used by computers to display
images

HSL Based on hue, saturation, and luminance. Used in image
processing applications

CIE Based on brightness, hue, and colorfulness. Defined by the
Commission Internationale de l’Eclairage (International
Commission on Illumination) as the different sensations of
color that the human brain perceives

CMY Based on cyan, magenta, and yellow. Used by the printing
industry

YIQ Separates the luminescence information (Y) from the color
information (I and Q). Used for TV broadcasting

The RGB color space is the most commonly used color space. The human eye
receives color information in separate RGB components through cones, which
are the color receptors present in the human eye. These three colors are known as
additive primary colors. In an additive color system, the human brain processes
the three primary light sources and combines them to compose a single color
image. The three primary color components can combine to reproduce the most
possible colors. The RGB space simplifies the design of computer monitors, but it
is not ideal for all applications. In the RGB color space, the RGB color components
are all necessary to describe a color. Therefore, RGB is not as intuitive as other
color spaces.

The HSL color space describes color using the hue component, which makes
HSL the best choice for many image processing applications, such as color
matching. The HSL color space was developed to put color in terms that are easy
for humans to quantify. HSL are characteristics that distinguish one color from
another in the HSL space. Hue corresponds to the dominant wavelength of the
color. The hue component is a color, such as orange, green, or violet. You can
visualize the range of hues as a rainbow. Saturation refers to the amount of white
added to the hue and represents the relative purity of a color. A color without any
white is fully saturated. The degree of saturation is inversely proportional to the
amount of white light added. Colors such as pink, composed of red and white,
and lavender, composed of purple and white, are less saturated than red and pur-
ple. Brightness embodies the chromatic notion of luminance, or the amplitude
or power of light. Chromaticity is the combination of hue and saturation. The
relationship between chromaticity and brightness characterizes a color. Systems
that manipulate hue use the HSL color space. Overall, two principal factors – the
decoupling of the intensity component from the color information and the close
relationship between chromaticity and human perception of color – make the
HSL space ideal for developing machine vision applications.

Variables, such as the lighting conditions, influence which color space to use
in your image processing. If you do not expect the lighting conditions to vary
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Figure 8.48 Effects of shading on image processing.

considerably during your application, and you can easily define the colors you
are looking for using RGB, use the RGB space. Since the RGB space reproduces
an image as you would expect to see it, use the RGB space if you want to display
color images but not process them. If you expect the lighting conditions to vary
considerably during your color machine vision application, use the HSL color
space. The HSL color space provides more accurate color information than the
RGB space when running color processing functions, such as color matching or
advanced image processing algorithms.

A machine vision application might require conversion between two color
spaces. There are standard ways to convert RGB to grayscale and to convert one
color space to another. For example, the transformation from RGB to grayscale
is linear. Other transformations from one color space to another, such as the
conversion of RGB color space to HSL space, are nonlinear because some color
spaces represent colors that cannot be represented in the other color space.
Color space conversion often occurs in software on the host PC, or in real time
on some color frame grabbers, to prepare the image for processing or display.

8.7.4.4 Shading Correction
Differences in the lighting, camera, and geometry of an object can cause shadows
in the acquired image. For example, there might be a bright spot in the center of
an image, or there could be a gradient from one side of the image to the other.
These variations in pixel intensities can hinder the processing of the image. To
demonstrate the impact of shading in image processing, Figure 8.48 shows an
acquired image and the binarization of that image.

The acquired image is brighter on the left than on the right. When a binariza-
tion transformation is applied to the image, some of the image information is lost
because of this uneven illumination. Shading correction is an image preprocess-
ing function to compensate for uneven illumination, sensor nonlinearity, or other
factors contributing to the shading of the image. There are several techniques and
algorithms that can be used to correct image shading. While certain methods are
simple to implement in hardware, cameras do not often perform shading correc-
tion. Shading correction is most commonly provided by a frame grabber interface
device or as a preprocessing algorithm executed in the software of the host PC.

8.8 Summary

Machine vision systems can employ a variety of features to manipulate image data
in preparation for image processing and analysis. Image reconstruction, timing
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and triggering, memory handling, LUTs, ROIs, color space conversion, and shad-
ing correction are common features used in machine vision applications. The
host PC, interface device, and camera can provide this functionality; however,
there are differences in the implementations that make certain solutions prefer-
able to others.

The primary tradeoffs between the implementations are the differences
in memory and CPU requirements. Implementing features such as image
reconstruction, memory handling, and LUTs in the camera or interface device
requires populating memory on the hardware. While onboard memory increases
the cost of the hardware, it also provides a higher performance solution. These
types of machine vision system features are less expensive to implement with
software on the host PC; however, these solutions are more processor-intensive.
For these reasons, the best implementation of these features is very system- and
application-dependent. Some applications have heavy processing loads, which
necessitate efficient methods of image data manipulation. In contrast, other
systems have plenty of processing power but require a low-cost solution.

Frame grabber hardware provides the most efficient implementation of these
features for machine vision systems. Since frame grabber interface devices are
specifically meant for machine vision applications, they can be designed to pro-
vide many of the image data manipulation features useful in machine vision appli-
cations. It is highly efficient for the frame grabber to implement these features in
line with the translation of image data from the camera interface bus protocol to
the PC memory protocol. As a result, more system processing power is available
for use in image processing and analysis.

Cameras that communicate with the host via a standard computer bus, such
as GigE or USB, cannot rely on the interface device to provide these features.
Since these buses are not specific to machine vision applications, they do not
implement the features required by machine vision applications. Therefore, the
implementation of these features becomes the responsibility of the camera or
the host software. Many cameras include some amount of onboard memory to
buffer for potential bus delays, and some cameras provide ROI control. How-
ever, to reduce cost, most cameras leave the majority of machine vision features
to the host computer and the software. The resulting system development effort
directly relates to the features and ease of use provided by your vision software
package. Robust vision software packages will ease your development by provid-
ing you with the functions and features needed to quickly get your system up
and running.
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In the previous chapters, we have examined the different hardware components
that are involved in delivering an image to the computer. Each of the components
plays an essential role in the machine vision process. For example, illumination
is often crucial to bring out the objects we are interested in. Triggered frame
grabbers and cameras are essential if the image is to be captured at the right
time with the right exposure. Lenses are important for acquiring a sharp and
aberration-free image. Nevertheless, none of these components can “see,” that
is, extract the information we are interested in from the image. This is analo-
gous to human vision. Without our eyes we cannot see. Yet, even with eyes we
cannot see anything without our brain. The eye is merely a sensor that delivers
data to the brain for interpretation. To this analogy a little further, even if we are
myopic, we can still see – only worse. Hence, we can see that the processing of
the images delivered to the computer by the sensors is truly the core of machine
vision. Consequently, in this chapter, we will discuss the most important machine
vision algorithms.

9.1 Fundamental Data Structures

Before we can delve into the study of the machine vision algorithms, we need
to examine the fundamental data structures that are involved in machine vision
applications. Therefore, in this section we will take a look at the data structures
for images, regions, and subpixel-precise contours.

9.1.1 Images

An image is the basic data structure in machine vision, since this is the data that
an image acquisition device typically delivers to the computer’s memory. As we
saw in Chapter 6, a pixel can be regarded as a sample of the energy that falls on
the sensor element during the exposure, integrated over the spectral distribution
of the light and the spectral response of the sensor. Depending on the camera
type, typically the spectral response of the sensor will comprise the entire visible

Handbook of Machine and Computer Vision: The Guide for Developers and Users,
Second Edition. Edited by Alexander Hornberg.
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spectrum and optionally a part of the near-infrared spectrum. In this case, the
camera will return one sample of the energy per pixel, that is, a single-channel
gray value image. RGB cameras, on the other hand, will return three samples per
pixel, that is, a three-channel image. These are the two basic types of sensors that
are encountered in machine vision applications. However, cameras capable of
acquiring images with tens to hundreds of spectral samples per pixel are possible
[1, 2]. Therefore, to handle all possible applications, an image can be considered
as a set of an arbitrary number of channels.

Intuitively, an image channel can simply be regarded as a two-dimensional (2D)
array of numbers. This is also the data structure that is used to represent images
in a programming language. Hence, the gray value at the pixel (r, c) can be inter-
preted as an entry of a matrix: g = fr,c. In a more formalized manner, we can
regard an image channel f of width w and height h as a function from a rectan-
gular subset R = {0,… , h − 1} × {0,… ,w − 1} of the discrete 2D plane ℤ2 (i.e.,
R ⊂ ℤ2) to a real number, that is, f ∶ R → ℝ, with the gray value g at the pixel posi-
tion (r, c) defined by g = f (r, c). Likewise, a multichannel image can be regarded
as a function f ∶ R → ℝn, where n is the number of channels.

In the above discussion, we have assumed that the gray values are given by real
numbers. In almost all cases, the image acquisition device will discretize not only
the image spatially but also the gray values to a fixed number of gray levels. In
most cases, the gray values will be discretized to 8 bits (1 byte), that is, the set of
possible gray values will be 𝔾8 = {0,… , 255}. In some cases, a higher bit depth
will be used, for example, 10, 12, or even 16 bits. Consequently, to be perfectly
accurate, a single-channel image should be regarded as a function f ∶ R → 𝔾b,
where 𝔾b = {0,… , 2b − 1} is the set of discrete gray values with b bits. However,
in many cases this distinction is unimportant, so we will regard an image as a
function to the set of real numbers.

Up to now, we have regarded an image as a function that is sampled spatially,
because this is the manner in which we receive the image from an image acquisi-
tion device. For theoretical considerations, it is sometimes convenient to regard
the image as a function in an infinite continuous domain, that is, f ∶ ℝ2 → ℝn.
We will use this convention occasionally in this chapter. It will be obvious from
the context which of the two conventions is used.

9.1.2 Regions

One of the tasks in machine vision is to identify regions in the image that
have certain properties, for example, by performing a threshold operation
(see Section 9.4). Therefore, at the minimum we need a representation for
an arbitrary subset of the pixels in an image. Furthermore, for morphological
operations, we will see in Section 9.6.1 that it will be essential that regions can
also beyond the image borders to avoid artifacts. Therefore, we define a region
as an arbitrary subset of the discrete plane: R ⊂ ℤ2.

The choice of the letter R is intentionally identical to the R that is used in
the previous section to denote the rectangle of the image. In many cases, it is
extremely useful to restrict the processing to a certain part of the image that is
specified by a region of interest (ROI). In this context, we can regard an image as a
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function from the ROI to a set of numbers, that is, f ∶ R → ℝn. The ROI is some-
times also called the domain of the image because it is the domain of the image
function f . We can even unify the two views: we can associate a rectangular ROI
with every image that uses the full number of pixels. Therefore, from now on, we
will silently assume that every image has an associated ROI, which will be denoted
by R.

In Section 9.4.2, we will also see that often we will need to represent multiple
objects in an image. Conceptually, this can simply be achieved by considering sets
of regions.

From an abstract point of view, it is therefore simple to talk about regions in
the image. It is not immediately clear, however, how best to represent regions.
Mathematically, we can describe regions as sets, as in the above definition. An
equivalent definition is to use the characteristic function of the region:

𝜒R(r, c) =
{

1, (r, c) ∈ R
0, (r, c) ∉ R (9.1)

This definition immediately suggests the use of binary images to represent
regions. A binary image has a gray value of 0 for points that are not included
in the region, and 1 (or any other number different from 0) for points that are
included in the region. As an extension to this, we could represent multiple
objects in the image as label images, that is, as images in which the gray value
encodes the region to which the point belongs. Typically, a label of 0 would be
used to represent points that are not included in any region, while numbers > 0
would be used to represent the different regions.

The representation of regions as binary images has one obvious drawback: it
needs to store (sometimes very many) points that are not included in the region.
Furthermore, the representation is not particularly efficient: we need to store at
least 1 bit for every point in the image. Often, the representation actually uses 1
byte per point because it is much easier to access bytes than bits. This represen-
tation is also not particularly efficient for runtime purposes: to determine which
points are included in the region, we need to perform a test for every point in
the binary image. In addition, it is a little awkward to store regions that extend
to negative coordinates as binary images, which also leads to cumbersome algo-
rithms. Finally, the representation of multiple regions as label images leads to the
fact that overlapping regions cannot be represented, which will cause problems if
morphological operations are performed on the regions. Therefore, a representa-
tion that only stores the points included in a region in an efficient manner would
be very useful.

Table 9.1 shows a small example region. We first note that, either horizontally or
vertically, there are extended runs in which adjacent pixels belong to the region.
This is typically the case for most regions. We can use this property and store only
the necessary data for each run. Since images are typically stored line by line in
memory, it is better to use horizontal runs. Therefore, the minimum amount of
data for each run is the row coordinate of the run and the start and end columns
of the run. This method of storing a region is called a run-length representation or
run-length encoding. With this representation, the example region can be stored
with just four runs, as shown in Table 9.1. Consequently, the region can also be
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Table 9.1 Run-length representation of a region.

Run Row Start column End column

1 1 1 4
2 2 2 2
3 2 4 5
4 3 2 5

regarded as the union of all of its runs:

R =
n⋃

i=1
ri (9.2)

Here, ri denotes a single run, which can also be regarded as a region. Note that
the runs are stored sorted in lexicographic order according to their row and start
column coordinates. This means that there is an order of the runs ri = (ri, csi, cei)
in R defined by: ri ≺ rj ⇔ ri < rj ∨ ri = rj ∧ csi < csj. This order is crucial for the
execution speed of algorithms that use run-length encoded regions.

In the above example, the binary image could be stored with 35 bytes if 1 byte
per pixel is used or with 5 bytes if 1 bit per pixel is used. If the coordinates of the
region are stored as 2-byte integers, the region can be represented with 24 bytes
in the run-length representation. This is already a saving, albeit a small one, com-
pared to binary images stored with 1 byte per pixel, but no saving if the binary
image is stored as compactly as possible with 1 bit per pixel. To get an impression
of how much this representation really saves, we can note that we are roughly
storing the boundary of the region in the run-length representation. On average,
the number of points on the boundary of the region will be proportional to the
square root of the area of the region. Therefore, we can typically expect a very sig-
nificant saving from the run-length representation compared to binary images,
which must at least store every pixel in the surrounding rectangle of the region.
For example, a full rectangular ROI of a w × h image can be stored with h runs
instead of w × h pixels in a binary image (i.e., wh or ⌈w∕8⌉h bytes, depending
on whether 1 byte or 1 bit per pixel is used). Similarly, a circle with diameter d
can be stored with d runs as opposed to at least d × d pixels. We can see that the
run-length representation often leads to an enormous reduction in memory con-
sumption. Furthermore, since this representation only stores the points actually
contained in the region, we do not need to perform a test to see whether a point
lies in the region or not. These two features can save a significant amount of exe-
cution time. Also, with this representation it is straightforward to have regions
with negative coordinates. Finally, to represent multiple regions, lists or arrays of
run-length encoded regions can be used. Since in this case each region is treated
separately, overlapping regions do not pose any problems.

9.1.3 Subpixel-Precise Contours

The data structures we have considered so far are pixel-precise. Often, it is impor-
tant to extract subpixel-precise data from an image because the application
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Figure 9.1 Different subpixel-precise
contours. Contour 1 is a closed contour,
while contours 2–5 are open contours.
Contours 3–5 meet at a junction point.
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requires an accuracy that is higher than the pixel resolution of the image. The
subpixel data can, for example, be extracted with subpixel thresholding (see
Section 9.4.3) or subpixel edge extraction (see Section 9.7.3). The results of
these operations can be described with subpixel-precise contours. Figure 9.1
displays several example contours. As we can see, the contours can basically be
represented as a polygon, that is, an ordered set of control points (ri, ci), where
the ordering defines which control points are connected to each other. Since the
extraction typically is based on the pixel grid, the distance between the control
points of the contour is approximately 1 pixel on average. In the computer, the
contours are simply represented as arrays of floating-point row and column
coordinates. From Figure 9.1, we can also see that there is a rich topology
associated with the contours. For example, contours can be closed (contour 1)
or open (contours 2–5). Closed contours are usually represented by having the
first contour point identical to the last contour point or by a special attribute
that is stored with the contour. Furthermore, we can see that several contours
can meet at a junction point, for example, contours 3–5. It is sometimes useful
to explicitly store this topological information with the contours.

9.2 Image Enhancement

In the preceding chapters, we have seen that we have various means at our dis-
posal to obtain a good image quality. The illumination, lenses, cameras, and frame
grabbers (if used) all play a crucial role here. However, although we try very hard
to select the best possible hardware setup, sometimes the image quality is not suf-
ficient. Therefore, in this section we will take a look at several common techniques
for image enhancement.

9.2.1 Gray Value Transformations

Despite our best efforts in controlling the illumination, in some cases it is neces-
sary to modify the gray values of the image. One of the reasons for this may be
a weak contrast. With controlled illumination, this problem usually only occurs
locally. Therefore, we may only need to increase the contrast locally. Another pos-
sible reason for adjusting the gray values may be that the contrast or brightness
of the image has changed from the settings that were in effect when we set up
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our application. For example, illuminations typically age and produce a weaker
contrast after some time.

A gray value transformation can be regarded as a point operation. This means
that the transformed gray value tr,c depends only on the gray value gr,c in the input
image at the same position: tr,c = f (gr,c). Here, f (g) is a function that defines the
gray value transformation to apply. Note that the domain and range of f (g) typ-
ically are 𝔾b, that is, they are discrete. Therefore, to increase the transformation
speed, gray value transformations can be implemented as a look-up table (LUT)
by storing the output gray value for each possible input gray value in a table. If
we denote the LUT as fg , we have tr,c = fg[gr,c], where the [ ] operator denotes the
table look-up.

The most important gray value transformation is a linear gray value scaling:
f (g) = ag + b. If g ∈ 𝔾b, we need to ensure that the output value is also in 𝔾b.
Hence, we must clip and round the output gray value as follows:

f (g) = min(max(⌊ag + b + 0.5⌋, 0), 2b − 1) (9.3)
For |a| > 1, the contrast is increased, while for |a| < 1 the contrast is decreased.
If a < 0, the gray values are inverted. For b > 0, the brightness is increased, while
for b < 0 the brightness is decreased.

Figure 9.2a shows a small part of an image of a printed circuit board (PCB). The
entire image was acquired such that the full range of gray values is used. Three
components are visible in the image. As we can see, the contrast of the com-
ponents is not as good as it could be. Figures 9.2b–e show the effect of applying

(a) (b) (c)

(d) (e) (f) (g)

Figure 9.2 Examples of linear gray value transformations. (a) Original image. (b) Decreased
brightness (b = −50). (c) Increased brightness (b = 50). (d) Decreased contrast (a = 0.5). (e)
Increased contrast (a = 2). (f ) Gray value normalization. (g) Robust gray value normalization
(pl = 0, pu = 0.8).
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a linear gray value transformation with different values for a and b. As we can see
from Figure 9.2e, the component can be seen more clearly for a = 2.

The parameters of the linear gray value transformation must be selected appro-
priately for each application and adapted to changed illumination conditions.
Since this can be quite cumbersome, ideally we would like to have a method that
selects a and b automatically based on the conditions in the image. One obvious
method to do this is to select the parameters such that the maximum range of
the gray value space 𝔾b is used. This can be done as follows: let gmin and gmax be
the minimum and maximum gray value in the ROI under consideration. Then,
the maximum range of gray values will be used if a = (2b − 1)∕(gmax − gmin) and
b = −agmin. This transformation can be thought of as a normalization of the gray
values. Figure 9.2f shows the effect of the gray value normalization of the image
in Figure 9.2a. As we can see, the contrast is not much better than in the original
image. This happens because there are specular reflections on the solder, which
have the maximum gray value, and because there are very dark parts in the image
with a gray value of almost 0. Hence, there is not much room to improve the
contrast.

The problem with the gray value normalization is that a single pixel with a very
bright or dark gray value can prevent us from using the desired gray value range.
To get a better understanding of this point, we can take a look at the gray value
histogram of the image. The gray value histogram is defined as the frequency with
which a particular gray value occurs. Let n be the number of points in the ROI
under consideration, and ni be the number of pixels that have the gray value i.
Then, the gray value histogram is a discrete function with domain 𝔾b that has the
values

hi =
ni

n
(9.4)

In probabilistic terms, the gray value histogram can be regarded as the probability
density of the occurrence of gray value i. We can also compute the cumulative
histogram of the image as follows:

ci =
i∑

j=0
hj (9.5)

This corresponds to the probability distribution of the gray values. Figure 9.3
shows the histogram and cumulative histogram of the image in Figure 9.2a. We
can see that the specular reflections on the solder create a peak in the histogram at
gray value 255. Furthermore, we can see that the smallest gray value in the image
is 16. This explains why the gray value normalization did not increase the contrast
significantly. We can also see that the dark part of the gray value range contains
the most information about the components, while the bright part contains the
information corresponding to the specular reflections as well as the printed rect-
angles on the board. Therefore, to get a more robust gray value normalization,
we can simply ignore a part of the histogram that includes a fraction pl of the
darkest gray values and a fraction 1 − pu of the brightest gray values. This can
easily be done based on the cumulative histogram by selecting the smallest gray
value for which ci ≥ pl and the largest gray value for which ci ≤ pu. Conceptually,
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Figure 9.3 (a) Histogram of the image in Figure 9.2a. (b) Corresponding cumulative histogram
with probability thresholds pu and pl superimposed.

this corresponds to intersecting the cumulative histogram with the lines p = pl
and p = pu. Figure 9.3b shows two example probability thresholds superimposed
on the cumulative histogram. For the example image in Figure 9.2a, it is best to
ignore only the bright gray values that correspond to the reflections and print on
the board to get a robust gray value normalization. Figure 9.2g shows the result
that is obtained with pl = 0 and pu = 0.8. As we can see, the contrast of the com-
ponents is significantly improved.

The robust gray value normalization is an extremely powerful method that is
used, for example, as a feature extraction method for optical character recogni-
tion (OCR; see Section 9.12), where it can be used to make the OCR features
invariant to illumination changes. However, it requires transforming the gray
values in the image, which is computationally expensive. If we want to make an
algorithm robust to illumination changes, it is often possible to adapt the param-
eters to the changes in the illumination, for example, as described in Section 9.4.1
for the segmentation of images.

9.2.2 Radiometric Calibration

Many image processing algorithms rely on the fact that there is a linear corre-
spondence between the energy that the sensor collects and the gray value in
the image, namely G = aE + b, where E is the energy that falls on the sensor
and G is the gray value in the image. Ideally, b = 0, which means that twice as
much energy on the sensor leads to twice the gray value in the image. How-
ever, b = 0 is not necessary for measurement accuracy. The only requirement is
that the correspondence is linear. If the correspondence is nonlinear, the accu-
racy of the results returned by these algorithms typically will degrade. Examples
of this are the subpixel-precise threshold (see Section 9.4.3), the gray value fea-
tures (see Section 9.5.2), and, most notably, subpixel-precise edge extraction (see
Section 9.7, in particular Section 9.7.4). Unfortunately, sometimes the gray value
correspondence is nonlinear, that is, either the camera or the analog frame grab-
ber (if used) produces a nonlinear response to the energy. If this is the case,
and we want to perform accurate measurements, we must determine the non-
linear response and invert it. If we apply the inverse response to the images,
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(a) (b)

Figure 9.4 Examples of calibrated density targets that are traditionally used for radiometric
calibration in laboratory settings. (a) Density step target (image acquired with a camera with
linear response). (b) Twelve-patch ISO 14524 target (image simulated as if acquired with a
camera with linear response).

the resulting images will have a linear response. The process of determining the
inverse response function is known as radiometric calibration.

In laboratory settings, traditionally calibrated targets are used to perform the
radiometric calibration. Figure 9.4 displays examples of target types that are com-
monly used. Consequently, the corresponding algorithms are called chart-based.
The procedure is to measure the gray values in the different patches and to com-
pare them to the known reflectance of the patches [3]. This yields a small number
of measurements (e.g., 15 independent measurements in the target in Figure 9.4a
and 12 in the target in Figure 9.4b), through which a function is fitted, for example,
a gamma response function that includes gain and offset, given by

f (g) = (a + bg)𝛾 (9.6)

There are several problems with this approach. First of all, it requires a very even
illumination throughout the entire field of view in order to be able to determine
the gray values of the patches correctly. For example, [3] requires less than 2%
variation of the illuminance incident on the calibration target across the entire
target. While this may be achievable in laboratory settings, it is much harder
to achieve in a production environment, where the calibration often must be
performed. Furthermore, effects like vignetting may lead to an apparent light
drop-off toward the border, which also prevents the extraction of the correct
gray values. This problem is always present, independent of the environment.
Another problem is that there is a great variety of target layouts, and hence it
is difficult to implement a general algorithm for finding the patches on the tar-
gets and to determine their correspondence to the true reflectances. In addition,
the reflectances on the targets are often specified as a linear progression in den-
sity, which is related exponentially to the reflectance. For example, the targets
in Figure 9.4 both have a linear density progression, that is, an exponential gray
value progression. This means that the samples for the curve fitting are not evenly
distributed, which can cause the fitted response to be less accurate in the parts
of the curve that contain the samples with the larger spacing. Finally, the range
of functions that can be modeled for the camera response is limited to the single
function that is fitted through the data.
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Because of the above problems, a radiometric calibration algorithm that does
not require any calibration target is highly desirable. These algorithms are called
chart-less radiometric calibration. They are based on taking several images of
the same scene with different exposures. The exposure can be varied by chang-
ing the aperture stop of the lens or by varying the exposure time of the camera.
Since the aperture stop can be set less accurately than the exposure time, and
since the exposure time of most industrial cameras can be controlled very accu-
rately in software, varying the exposure time is the preferred method of acquiring
images with different exposures. The advantages of this approach are that no
calibration targets are required and that they do not require an even illumina-
tion. Furthermore, the range of possible gray values can be covered with multiple
images instead of a single image, as required by the algorithms that use calibra-
tion targets. The only requirement on the image content is that there should be
no gaps in the histograms of the different images within the gray value range that
each image covers. Furthermore, with a little extra effort, even overexposed (i.e.,
saturated) images can be handled.

To derive an algorithm for chart-less calibration, let us examine what two
images with different exposures tell us about the response function. We know
that the gray value G in the image is a nonlinear function r of the energy E that
falls on the sensor during the exposure e [4]:

G = r(eE) (9.7)

Note that e is proportional to the exposure time and also proportional to the
area of the entrance pupil of the lens, that is, proportional to (1∕F)2, where F is
the f -number of the lens. As described previously, in industrial applications we
typically leave the aperture stop constant and vary the exposure time. Therefore,
we can think of e as the exposure time.

The goal of the radiometric calibration is to determine the inverse response
q = r−1. The inverse response can be applied to an image via an LUT to achieve
a linear response.

Now, let us assume that we have acquired two images with different exposures
e1 and e2. Hence, we know that G1 = r(e1E) and G2 = r(e2E). By applying the
inverse response q to both equations, we obtain q(G1) = e1E and q(G2) = e2E.
We can now divide the two equations to eliminate the unknown energy E, and
obtain

q(G1)
q(G2)

=
e1

e2
= e1,2 (9.8)

As we can see, q depends only on the gray values in the images and on the ratio e1,2
of the exposures, but not on the exposures e1 and e2 themselves. Equation (9.8) is
the defining equation for all chart-less radiometric calibration algorithms.

One way to determine q based on equation (9.8) is to discretize q in a LUT.
Thus, qi = q(Gi). To derive a linear algorithm to determine q, we can take log-
arithms on both sides of equation (9.8) to obtain log(q1∕q2) = log e1,2, that is,
log(q1) − log(q2) = log e1,2 [4]. If we set Qi = log(qi) and E1,2 = log e1,2, each pixel
in the image pair yields one linear equation for the inverse response function Q:

Q1 − Q2 = E1,2 (9.9)
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Hence, we obtain a linear equation system AQ = E, where Q is a vector of the
LUT for the logarithmic inverse response function, while A is a matrix with 256
columns for byte images. Matrices A and E have as many rows as pixels in the
image, for example, 307 200 for a 640 × 480 image. Therefore, this equation sys-
tem is much too large to be solved in an acceptable time. To derive an algorithm
that solves the equation system in an acceptable time, we can note that each row
of the equation system has the following form:

(0 · · · 0 1 0 · · · 0 −1 0 · · · 0) Q = E1,2 (9.10)
The indices of the 1 and −1 entries in the above equation are determined by the
gray values in the first and second images. Note that each pair of gray values that
occurs multiple times leads to several identical rows in A. Also note that AQ = E
is an overdetermined equation system, which can be solved through the normal
equations A⊤AQ = A⊤E. This means that each row that occurs k times in A will
have the weight k in the normal equations. The same behavior is obtained by
multiplying the row (9.10) that corresponds to the gray value pair by

√
k and to

include that row only once in A. This typically reduces the number of rows in A
from several hundred thousand to a few thousand, and thus makes the solution
of the equation system feasible.

The simplest method to determine k is to compute the 2D histogram of the
image pair. The 2D histogram determines how often gray value i occurs in the first
image while gray value j occurs in the second image at the same position. Hence,
for byte images, the 2D histogram is a 256 × 256 image in which the column
coordinate indicates the gray value in the first image while the row coordinate
indicates the gray value in the second image. It is obvious that the 2D histogram
contains the required values of k. We will see examples of 2D histograms in the
following.

Note that the discussion so far has assumed that the calibration is performed
from a single image pair. It is, however, very simple to include multiple images in
the calibration since additional images provide the same type of equations as in
(9.10), and can thus simply be added to A. This makes it much easier to cover the
entire range of gray values. Thus, we can start with a fully exposed image and suc-
cessively reduce the exposure time until we reach an image in which the smallest
possible gray values are assumed. We could even start with a slightly overexposed
image to ensure that the highest gray values are assumed. However, in this case
we have to take care that the overexposed (saturated) pixels are excluded from A
because they violate the defining equation (9.8). This is a very tricky problem to
solve in general, since some cameras exhibit a bizarre saturation behavior. Suffice
it to say that for many cameras it is sufficient to exclude pixels with the maximum
gray value from A.

Despite the fact that A has many more rows than columns, the solution Q is
not uniquely determined because we cannot determine the absolute value of
the energy E that falls onto the sensor. Hence, the rank of A is at most 255 for
byte images. To solve this problem, we could arbitrarily require q(255) = 255,
that is, scale the inverse response function such that the maximum gray value
range is used. Since the equations are solved in a logarithmic space, it is slightly
more convenient to require q(255) = 1 and to scale the inverse response to
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the full gray value range later. With this, we obtain one additional equation of
the form

(0 · · · 0 k) Q = 0 (9.11)
To enforce the constraint q(255) = 1, the constant k must be chosen such that
equation (9.11) has the same weight as the sum of all other equations (9.10), that
is, k =

√
wh, where w and h are the width and height of the image.

Even with this normalization, we still face some practical problems. One prob-
lem is that, if the images contain very little noise, equation (9.10) can become
decoupled, and hence do not provide a unique solution for Q. Another problem
is that, if the possible range of gray values is not completely covered by the images,
there are no equations for the range of gray values that are not covered. Hence,
the equation system will become singular. Both problems can be solved by intro-
ducing smoothness constraints for Q, which couple the equations and enable an
extrapolation of Q into the range of gray values that is not covered by the images.
The smoothness constraints require that the second derivative of Q should be
small. Hence, for byte images they lead to 254 equations of the form

(0 · · · 0 s −2s s 0 · · · 0) Q = 0 (9.12)
The parameter s determines the amount of smoothness that is required. Like for
equation (9.11), s must be chosen such that equation (9.12) has the same weight
as the sum of all the other equations, that is, s = c

√
wh, where c is a small number.

Empirically, c = 4 works well for a wide range of cameras.
The approach of tabulating the inverse response q has two slight drawbacks.

First of all, if the camera has a resolution of more than 8 bits, the equation system
and 2D histograms will become very large. Second, the smoothness constraints
will lead to straight lines in the logarithmic representation of q, that is, exponen-
tial curves in the normal representation of q in the range of gray values that is
not covered by the images. Therefore, sometimes it may be preferable to model
the inverse response as a polynomial, for example, as in [5]. This model also leads
to linear equations for the coefficients of the polynomial. Since polynomials are
not very robust in the extrapolation into areas in which no constraints exist, we
also have to add smoothness constraints in this case by requiring that the second
derivative of the polynomial is small. Because this is done in the original repre-
sentation of q, the smoothness constraints will extrapolate straight lines into the
gray value range that is not covered.

Let us now consider two cameras: one with a linear response, and one with a
strong gamma response, that is, with a small 𝛾 in equation (9.6), and hence with
a large 𝛾 in the inverse response q. Figure 9.5 displays the 2D histograms of two
images taken with either camera with an exposure ratio of 0.5. Note that in both
cases the values in the 2D histogram correspond to a line. The only difference is
the slope of the line. A different slope, however, could also be caused by a different
exposure ratio. Hence, we can see that it is quite important to know the exposure
ratios precisely if we want to perform the radiometric calibration.

To conclude this section, we give two examples of the radiometric calibra-
tion. The first camera is a linear camera. Here, five images were acquired with
exposure times of 32, 16, 8, 4, and 2 ms, as shown in Figure 9.6a. The calibrated
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(a) (b)

Figure 9.5 (a) Two-dimensional histogram of two images taken with an exposure ratio of 0.5
with a linear camera. (b) Two-dimensional histogram of two images taken with an exposure
ratio of 0.5 with a camera with a strong gamma response curve. For better visualization, the 2D
histograms are displayed with a square root LUT. Note that in both cases the values in the 2D
histogram correspond to a line. Hence, linear responses cannot be distinguished from gamma
responses without knowing the exact exposure ratio.

inverse response curve is shown in Figure 9.6b. Note that the response is linear,
but the camera has set a slight offset in the amplifier, which prevents very small
gray values from being assumed. The second camera is a camera with a gamma
response. In this case, six images were taken with exposure times of 30, 20, 10, 5,
2.5, and 1.25 ms, as shown in Figure 9.6c. The calibrated inverse response curve
is shown in Figure 9.6d. Note the strong gamma response of the camera. The
2D histograms in Figure 9.5 were computed from the second and third brightest
images in both sequences.

9.2.3 Image Smoothing

Every image contains some degree of noise. For the purposes of this chapter, noise
can be regarded as random changes in the gray values, which occur for various
reasons, for example, because of the randomness of the photon flux. In most
cases, the noise in the image will need to be suppressed by using image smoothing
operators.

In a more formalized manner, noise can be regarded as a stationary stochas-
tic process [6]. This means that the true gray value gr,c is disturbed by noise nr,c
to get the observed gray value: ĝr,c = gr,c + nr,c. We can regard the noise nr,c as
a random variable with mean 0 and variance 𝜎

2 for every pixel. We can assume
a mean of 0 for the noise because any mean different from 0 would constitute a
systematic bias of the observed gray values, which we could not detect anyway.
“Stationary” means that the noise does not depend on the position in the image,
that is, it is identically distributed for each pixel. In particular, 𝜎2 is assumed con-
stant throughout the image. The last assumption is a convenient abstraction that
does not necessarily hold because the variance of the noise sometimes depends
on the gray values in the image. However, we will assume that the noise is always
stationary.

Figure 9.7 shows an image of an edge from a real application. The noise is clearly
visible in the bright patch in Figure 9.7a and in the horizontal gray value profile
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Figure 9.6 (a) Five images taken with a linear camera with exposure times of 32, 16, 8, 4, and
2 ms. (b) Calibrated inverse response curve. Note that the response is linear, but the camera
has set a slight offset in the amplifier, which prevents very small gray values from being
assumed. (c) Six images taken with a camera with a gamma response with exposure times of
30, 20, 10, 5, 2.5, and 1.25 ms. (d) Calibrated inverse response curve. Note the strong gamma
response of the camera.

in Figure 9.7b. Figure 9.7c,d shows the actual noise in the image. How the noise
has been calculated is explained below. It can be seen that there is slightly more
noise in the dark patch of the image.

With the above discussion in mind, noise suppression can be regarded as a
stochastic estimation problem, that is, given the observed noisy gray values ĝr,c,
we want to estimate the true gray values gr,c. An obvious method to reduce the
noise is to acquire multiple images of the same scene and to simply average these
images. Since the images are taken at different times, we will refer to this method
as temporal averaging or the temporal mean. If we acquire n images, the temporal
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Figure 9.7 (a)Image of an edge. (b) Horizontal gray value profile through the center of the
image. (c) Noise in (a) scaled by a factor of 5. (d) Horizontal gray value profile of the noise.

average is given by

gr,c =
1
n

n∑

i=1
ĝr,c;i (9.13)

where ĝr,c;i denotes the noisy gray value at position (r, c) in image i. This approach
is frequently used in X-ray inspection systems, which inherently produce quite
noisy images. From probability theory [6], we know that the variance of the noise
is reduced by a factor of n by this estimation: 𝜎2

m = 𝜎
2∕n. Consequently, the stan-

dard deviation of the noise is reduced by a factor of
√

n. Figure 9.8 shows the
result of acquiring 20 images of an edge and computing the temporal average.
Compared to Figure 9.7a, which shows one of the 20 images, the noise has been
reduced by a factor of

√
20 ≈ 4.5, as can be seen from Figure 9.8b. Since this tem-

porally averaged image is a very good estimate for the true gray values, we can
subtract it from any of the images that were used in the averaging to obtain the
noise in that image. This is how the image in Figure 9.7c was computed.

One of the drawbacks of the temporal averaging is that we have to acquire
multiple images to reduce the noise. This is not very attractive if the speed of
the application is important. Therefore, other means for reducing the noise are
required in most cases. Ideally, we would like to use only one image to estimate
the true gray value. If we turn to the theory of stochastic processes again, we
see that the temporal averaging can be replaced with a spatial averaging if the
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Figure 9.8 (a) Image of an edge obtained by averaging 20 images of the edge. (b) Horizontal
gray value profile through the center of the image.

stochastic process, that is, the image, is ergodic [6]. This is precisely the defini-
tion of ergodicity, and we will assume for the moment that it holds for our images.
Then, the spatial average or spatial mean can be computed over a window (also
called mask) of (2n + 1) × (2m + 1) pixels as follows:

gr,c =
1

(2n + 1)(2m + 1)

n∑

i=−n

m∑

j=−m
ĝr−i,c−j (9.14)

This spatial averaging operation is also called a mean filter. Like in the case of
temporal averaging, the noise variance is reduced by a factor that corresponds
to the number of measurements that are used to calculate the average, that is, by
(2n + 1)(2m + 1). Figure 9.9 shows the result of smoothing the image of Figure 9.7
with a 5 × 5 mean filter. The standard deviation of the noise is reduced by a factor
of 5, which is approximately the same as the temporal averaging in Figure 9.8.
However, we can see that the edge is no longer as sharp as with temporal aver-
aging. This happens, of course, because the images are not ergodic in general,
but are only in areas of constant intensity. Therefore, in contrast to the temporal
mean, the spatial mean filter blurs edges.

In equation (9.14), we have ignored the fact that the image has a finite extent.
Therefore, if the mask is close to the image border, it will partially stick out of the

(a)

0

50

100

150

200

250

0 5 10 15 20 25 30 35 40
(b)

Figure 9.9 (a) Image of an edge obtained by smoothing the image of Figure 9.7a with a 5 × 5
mean filter. (b) Horizontal gray value profile through the center of the image.
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image, and consequently will access undefined gray values. To solve this problem,
several approaches are possible. A very simple approach is to calculate the filter
only for pixels for which the mask lies completely within the image. This means
that the output image is smaller than the input image, which is not very helpful
if multiple filtering operations are applied in sequence. We could also define that
the gray values outside the image are 0. For the mean filter, this would mean that
the result of the filter would become progressively darker as the pixels get closer to
the image border. This is also not desirable. Another approach would be to use the
closest gray value on the image border for pixels outside the image. This approach
would still create unwanted edges at the image border. Therefore, typically the
gray values are mirrored at the image border. This creates the least amount of
artifacts in the result.

As was mentioned earlier, noise reduction from a single image is preferable
for reasons of speed. Therefore, let us take a look at the number of operations
involved in the calculation of the mean filter. If the mean filter is implemented
based on equation (9.14), the number of operations will be (2n + 1)(2m + 1)
for each pixel in the image, that is, the calculation will have the complexity
O(whmn), where w and h are the width and height of the image, respectively.
For w = 640, h = 480, and m = n = 5 (i.e., an 11 × 11 filter), the algorithm will
perform 37 171 200 additions and 307 200 divisions. This is quite a substantial
number of operations, so we should try to reduce the operation count as much
as possible. One way to do this is to use the associative law of addition of real
numbers as follows:

gr,c =
1

(2n + 1)(2m + 1)

n∑

i=−n

( m∑

j=−m
ĝr−i,c−j

)

(9.15)

This may seem like a trivial observation, but if we look closer we can see that
the term in parentheses only needs to be computed once and can be stored, for
example, in a temporary image. Effectively, this means that we are first computing
the sums in the column direction of the input image, save them in a temporary
image, and then compute the sums in the row direction of the temporary image.
Hence, the double sum in equation (9.14) of complexity O(nm) is replaced by
two sums of total complexity O(n + m). Consequently, the complexity drops from
O(whmn) to O(wh(m + n)). With the above numbers, now only 6 758 400 addi-
tions are required. The above transformation is so important that it has its own
name. Whenever a filter calculation allows a decomposition into separate row
and column sums, the filter is called separable. It is obviously of great advantage
if a filter is separable, and it is often the best speed improvement that can be
achieved. In this case, however, it is not the best we can do. Let us take a look at
the column sum, that is, the part in parentheses in equation (9.15), and let the
result of the column sum be denoted by tr,c. Then, we have

tr,c =
m∑

j=−m
ĝr,c−j = tr,c−1 + ĝr,c+m − ĝr,c−m−1 (9.16)

That is, the sum at position (r, c) can be computed based on the already computed
sum at position (r, c − 1) with just two additions. The same holds, of course, also
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for the row sums. The result of this is that we need to compute the complete sum
only once for the first column or row, and can then update it very efficiently. With
this, the total complexity is O(wh). Note that the mask size does not influence
the runtime in this implementation. Again, since this kind of transformation is
so important, it has a special name. Whenever a filter can be implemented with
this kind of updating scheme based on previously computed values, it is called
a recursive filter. For the above example, the mean filter requires just 1 238 880
additions for the entire image. This is more than a factor of 30 faster for this
example than the naive implementation based on equation (9.14). Of course, the
advantage becomes even bigger for larger mask sizes.

In the above discussion, we have called the process of spatial averaging a mean
filter without defining what is meant by the word “filter.” We can define a filter
as an operation that takes a function as input and produces a function as output.
Since images can be regarded as functions (see Section 9.1.1), for our purposes a
filter transforms an image into another image.

The mean filter is an instance of a linear filter. Linear filters are characterized
by the following property: applying a filter to a linear combination of two input
images yields the same result as applying the filter to the two images and then
computing the linear combination. If we denote the linear filter by h, and the two
images by f and g, we have

h{af (p) + bg(p)} = ah{ f (p)} + bh{g(p)} (9.17)
where p = (r, c) denotes a point in the image and the { } operator denotes the
application of the filter. Linear filters can be computed by a convolution. For
a one-dimensional (1D) function on a continuous domain, the convolution is
given by

f ∗ h = ( f ∗ h)(x) =
∞

∫
−∞

f (t) h(x − t) dt (9.18)

Here, f is the image function and the filter h is specified by another function called
the convolution kernel or the filter mask. Similarly, for 2D functions we have

f ∗ h = ( f ∗ h)(r, c) =
∞

∫
−∞

∞

∫
−∞

f (u, 𝑣) h(r − u, c − 𝑣) du dv (9.19)

For functions with discrete domains, the integrals are replaced by sums:

f ∗ h =
∞∑

i=−∞

∞∑

j=−∞
fi,j hr−i,c−j (9.20)

The integrals and sums are formally taken over an infinite domain. Of course, to
be able to compute the convolution in a finite amount of time, the filter hr,c must
be 0 for sufficiently large r and c. For example, the mean filter is given by

hr,c =

{ 1
(2n + 1)(2m + 1)

, |r| ≤ n ∧ |c| ≤ m

0, otherwise
(9.21)

The notion of separability can be extended for arbitrary, linear filters. If
h(r, c) can be decomposed as h(r, c) = s(r)t(c) (or as hr,c = srtc), then h is called
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separable. As for the mean filter, we can factor out s in this case to get a more
efficient implementation:

f ∗ h =
n∑

i=−n

n∑

j=−n
fi,j hr−i,c−j =

n∑

i=−n

n∑

j=−n
fi,j sr−i tc−j

=
n∑

i=−n
sr−i

( n∑

j=−n
fi,j tc−j

) (9.22)

Obviously, separable filters have the same speed advantage as the separable
implementation of the mean filter. Therefore, separable filters are preferred over
nonseparable filters. There is also a definition for recursive linear filters, which
we cannot cover in detail. The interested reader is referred to [7]. Recursive linear
filters have the same speed advantage as the recursive implementation of the
mean filter, that is, the runtime does not depend on the filter size. Unfortunately,
many interesting filters cannot be implemented as recursive filters. Usually they
can only be approximated by a recursive filter.

Although the mean filter produces good results, it is not the optimum
smoothing filter. To see this, we can note that noise primarily manifests itself as
high-frequency fluctuations of the gray values in the image. Ideally, we would
like a smoothing filter to remove these high-frequency fluctuations. To see how
well the mean filter performs this task, we can examine how the mean filter
responds to certain frequencies in the image. The theory of how to do this is
provided by the Fourier transform (see Section 9.2.4). Figure 9.10a shows the
frequency response of a 3 × 3 mean filter. In this plot, the row and column
coordinates of 0 correspond to a frequency of 0, which represents the medium
gray value in the image, while the row and column coordinates of ±0.5 represent
the highest possible frequencies in the image. For example, the frequencies
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Figure 9.10 (a) Frequency response of the 3 × 3 mean filter. (b) Image with one-pixel-wide
lines spaced three pixels apart. (c) Result of applying the 3 × 3 mean filter to the image in (b).
Note that all the lines have been smoothed out. (d) Image with one-pixel-wide lines spaced
two pixels apart. (e) Result of applying the 3 × 3 mean filter to the image in (d). Note that the
lines have not been completely smoothed out, although they have a higher frequency than
the lines in (b). Note also that the polarity of the lines has been reversed.
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with column coordinate 0 and row coordinate ±0.5 correspond to a grid with
alternating one-pixel-wide vertical bright and dark lines. From Figure 9.10a, we
can see that the 3 × 3 mean filter removes certain frequencies completely. These
are the points for which the response has a value of 0. They occur for relatively
high frequencies. However, we can also see that the highest frequencies are
not removed completely. To illustrate this, Figure 9.10b shows an image with
one-pixel-wide lines spaced three pixels apart. From Figure 9.10c, we can see
that this frequency is completely removed by the 3 × 3 mean filter: the output
image has a constant gray value. If we change the spacing of the lines to two
pixels, as in Figure 9.10d, we can see from Figure 9.10e that this higher frequency
is not removed completely. This is an undesirable behavior since it means that
noise is not removed completely by the mean filter. Note also that the polarity
of the lines has been reversed by the mean filter, which is also undesirable.
This is caused by the negative parts of the frequency response. Furthermore,
from Figure 9.10a we can see that the frequency response of the mean filter is
not rotationally symmetric, that is, it is anisotropic. This means that diagonal
structures are smoothed differently than horizontal or vertical structures.

Because the mean filter has the above drawbacks, the question of which
smoothing filter is optimal arises. One way to approach this problem is to define
certain natural criteria that the smoothing filter should fulfill, and then to search
for the filters that fulfill the desired criteria. The first natural criterion is that the
filter should be linear. This is natural because we can imagine an image being
composed of multiple objects in an additive manner. Hence, the filter output
should be a linear combination of the input. Furthermore, the filter should be
position-invariant, that is, it should produce the same results no matter where
an object is in the image. This is automatically fulfilled for linear filters. Also, we
would like the filter to be rotation-invariant, that is, isotropic, so that it produces
the same result independent of the orientation of the objects in the image. As we
saw previously, the mean filter does not fulfill this criterion. We would also like
to control the amount of smoothing (noise reduction) that is being performed.
Therefore, the filter should have a parameter t that can be used to control the
smoothing, where higher values of t indicate more smoothing. For the mean
filter, this corresponds to the mask sizes m and n. We have already seen that the
mean filter does not suppress all high frequencies, that is, noise, in the image.
Therefore, a criterion that describes the noise suppression of the filter in the
image should be added. One such criterion is that, the larger t gets, the more
local maxima in the image should be eliminated. This is a very intuitive criterion,
as can be seen in Figure 9.7a, where many local maxima due to noise can be
detected. Note that, because of linearity, we only need to require maxima to be
eliminated. This automatically implies that local minima are eliminated as well.
Finally, sometimes we would like to execute the smoothing filter several times in
succession. If we do this, we would also have a simple means to predict the result
of the combined filtering. Therefore, first filtering with t and then with s should
be identical to a single filter operation with t + s. It can be shown that, among all
smoothing filters, the Gaussian filter is the only one that fulfills all of the above
criteria [8]. Other natural criteria for a smoothing filter have been proposed
[9–11], which also single out the Gaussian filter as the optimal smoothing filter.
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Figure 9.11 (a) One-dimensional Gaussian filter with 𝜎 = 1. (b) Two-dimensional Gaussian
filter with 𝜎 = 1.

In one dimension, the Gaussian filter is given by

g
𝜎
(x) = 1

√
2𝜋𝜎

e−x2∕(2𝜎2) (9.23)

This is the function that also defines the probability density of a normally dis-
tributed random variable. In two dimensions, the Gaussian filter is given by

g
𝜎
(r, c) = 1

2𝜋𝜎2 e−(r2+c2)∕(2𝜎2) = 1
√

2𝜋𝜎
e−r2∕(2𝜎2) 1

√
2𝜋𝜎

e−c2∕(2𝜎2)

= g
𝜎
(r)g

𝜎
(c)

(9.24)

Hence, the Gaussian filter is separable. Therefore, it can be computed very effi-
ciently. In fact, it is the only isotropic, separable smoothing filter. Unfortunately,
it cannot be implemented recursively. However, some recursive approximations
have been proposed [12, 13]. Figure 9.11 shows plots of the 1D and 2D Gaussian
filters with 𝜎 = 1. The frequency response of a Gaussian filter is also a Gaussian
function, albeit with 𝜎 inverted. Therefore, Figure 9.11b also gives a qualitative
impression of the frequency response of the Gaussian filter. It can be seen that
the Gaussian filter suppresses high frequencies much better than the mean filter.

Like the mean filter, any linear filter will change the variance of the noise in the
image. It can be shown that, for a linear filter h(r, c) or hr,c, the noise variance is
multiplied by the following factor [6]:

∞

∫
−∞

∞

∫
−∞

h(r, c)2 dr dc or
∞∑

i=−∞

∞∑

j=−∞
h2

r,c (9.25)

For a Gaussian filter, this factor is 1∕(4𝜋𝜎2). If we compare this to a mean filter
with a square mask with parameter n, we see that, to get the same noise reduction
with the Gaussian filter, we need to set 𝜎 = (2n + 1)∕(2

√
𝜋). For example, a 5 × 5

mean filter has the same noise reduction effect as a Gaussian filter with 𝜎 ≈ 1.41.
Figure 9.12 compares the results of the Gaussian filter with those of the mean

filter of an equivalent size. For small filter sizes (𝜎 = 1.41 and 5 × 5), there is
hardly any noticeable difference between the results. However, if larger filter sizes
are used, it becomes clear that the mean filter turns the edge into a ramp, lead-
ing to a badly defined edge that is also visually quite hard to locate, whereas the
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Figure 9.12 Images of an edge obtained by smoothing the image of Figure 9.7a. Results of (a)
a Gaussian filter with 𝜎 = 1.41 and (b) a mean filter of size 5 × 5; and (c) the corresponding
gray value profiles. Note that the two filters return very similar results in this example. Results
of (d) a Gaussian filter with 𝜎 = 3.67 and (e) a 13 × 13 mean filter; and (f ) the corresponding
profiles. Note that the mean filter turns the edge into a ramp, leading to a badly defined edge,
whereas the Gaussian filter produces a much sharper edge.

Gaussian filter produces a much sharper edge. Hence, we can see that the Gaus-
sian filter produces better results, and consequently it is usually the preferred
smoothing filter if the quality of the results is the primary concern. If speed is the
primary concern, then the mean filter is preferable.

We close this section with a nonlinear filter that can also be used for noise sup-
pression. The mean filter is a particular estimator for the mean value of a sample
of random values. From probability theory, we know that other estimators are
also possible, most notably the median of the samples. The median is defined
as the value for which 50% of the values in the probability distribution of the
samples are smaller than the median and 50% are larger. From a practical point
of view, if the sample set contains n values gi, i = 0,… , n − 1, we sort the val-
ues gi in ascending order to get si, and then select the value median (gi) = sn∕2.
Hence, we can obtain a median filter by calculating the median instead of the
mean inside a window around the current pixel. Let W denote the window, for
example, a (2n + 1) × (2m + 1) rectangle as for the mean filter. Then the median
filter is given by

gr,c = median
(i,j)∈W

ĝr−i,c−j (9.26)

With sophisticated algorithms, it is possible to obtain a runtime complexity (even
for arbitrary mask shapes) that is comparable to that of a separable linear fil-
ter: O(whm), where m is the number of horizontal boundary pixels of the mask,
that is, the pixels that are at the left or right border of a run of pixels in the
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Figure 9.13 Images of an edge obtained by smoothing the image of Figure 9.7a. (a) Result
with a median filter of size 5 × 5, and (b) the corresponding gray value profile. (c) Result of a
13 × 13 median filter, and (d) the corresponding profile. Note that the median filter preserves
the sharpness of the edge to a great extent.

mask [14, 15]. For rectangular masks, it is possible to construct an algorithm
with constant runtime per pixel (analogous to a recursive implementation of a
linear filter) [16]. The properties of the median filter are quite difficult to analyze.
We can note, however, that it performs no averaging of the input gray values, but
simply selects one of them. This can lead to surprising results. For example, the
result of applying a 3 × 3 median filter to the image in Figure 9.10b would be a
completely black image. Hence, the median filter would remove the bright lines
because they cover less than 50% of the window. This property can sometimes
be used to remove objects completely from the image. On the other hand, apply-
ing a 3 × 3 median filter to the image in Figure 9.10d would swap the bright and
dark lines. This result is as undesirable as the result of the mean filter on the same
image. On the edge image of Figure 9.7a, the median filter produces quite good
results, as can be seen from Figure 9.13. In particular, it should be noted that the
median filter preserves the sharpness of the edge even for large filter sizes. How-
ever, it cannot be predicted if and how much the position of the edge is changed by
the median filter, which is possible for the linear filters. Furthermore, we cannot
estimate how much noise is removed by the median filter, in contrast to the lin-
ear filters. Therefore, for high-accuracy measurements the Gaussian filter should
be used.

Finally, it should be mentioned that the median filter is a special case of the
more general class of rank filters. Instead of selecting the median sn∕2 of the sorted
gray values, the rank filter would select the sorted gray value at a particular rank
r, that is, sr . We will see other cases of rank operators in Section 9.6.2.
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9.2.4 Fourier Transform

In the previous section, we considered the frequency responses of the mean and
Gaussian filters. In this section, we will take a look at the theory that is used to
derive the frequency response: the Fourier transform [17, 18]. The Fourier trans-
form of a 1D function h(x) is given by

H( f ) =
∞

∫
−∞

h(x)e2𝜋ifx dx (9.27)

It transforms the function h(x) from the spatial domain into the frequency
domain: that is, h(x), a function of the position x, is transformed into H( f ), a
function of the frequency f . Note that H( f ) is in general a complex number.
Because of equation (9.27) and the identity eix = cos x + i sin x, we can think of
h(x) as being composed of sine and cosine waves of different frequencies and
different amplitudes. Then H( f ) describes precisely which frequency occurs
with which amplitude and with which phase (overlaying sine and cosine terms
of the same frequency simply leads to a phase-shifted sine wave). The inverse
Fourier transform from the frequency domain to the spatial domain is given by

h(x) =
∞

∫
−∞

H( f ) e−2𝜋ifx df (9.28)

Because the Fourier transform is invertible, it is best to think of h(x) and H( f ) as
being two different representations of the same function.

In two dimensions, the Fourier transform and its inverse are given by

H(u, 𝑣) =
∞

∫
−∞

∞

∫
−∞

h(r, c) e2𝜋i(ur+vc) dr dc

h(r, c) =
∞

∫
−∞

∞

∫
−∞

H(u, 𝑣) e−2𝜋i(ur+vc) du dv

(9.29)

In image processing, h(r, c) is an image, for which the position (r, c) is given in
pixels. Consequently, the frequencies (u, 𝑣) are given in cycles per pixel.

Among the many interesting properties of the Fourier transform, prob-
ably the most interesting one is that a convolution in the spatial domain
is transformed into a simple multiplication in the frequency domain:
(g ∗ h)(r, c) ⇔ G(u, v)H(u, v), where the convolution is given by equation (9.19).
Hence, a convolution can be performed by transforming the image and the filter
into the frequency domain, multiplying the two results, and transforming the
result back into the spatial domain.

Note that the convolution attenuates the frequency content G(u, 𝑣) of the image
g(r, c) by the frequency response H(u, 𝑣) of the filter. This justifies the analysis of
the smoothing behavior of the mean and Gaussian filters that we have performed
in Section 9.2.3. To make this analysis more precise, we can compute the Fourier
transform of the mean filter in equation (9.21). It is given by

H(u, 𝑣) = 1
(2n + 1)(2m + 1)

sinc((2n + 1)u)sinc((2m + 1)𝑣) (9.30)
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where sinc x = (sin𝜋x)∕(𝜋x). See Figure 9.10 for a plot of the response of the
3 × 3 mean filter. Similarly, the Fourier transform of the Gaussian filter in
equation (9.24) is given by

H(u, 𝑣) = e−2𝜋2
𝜎

2(u2+𝑣2) (9.31)
Hence, the Fourier transform of the Gaussian filter is again a Gaussian function,
albeit with 𝜎 inverted. Note that, in both cases, the frequency response becomes
narrower if the filter size is increased. This is a relation that holds in general:
h(x∕a) ⇔ |a|H(af ).

Another interesting property of the Fourier transform is that it can be used to
compute the correlation

g ⋆ h = (g ⋆ h)(r, c) =
∞

∫
−∞

∞

∫
−∞

g(r + u, c + 𝑣) h(u, 𝑣) du dv (9.32)

Note that the correlation is very similar to the convolution in equation (9.19). The
correlation is given in the frequency domain by (g ⋆ h)(r, c) ⇔ G(u, 𝑣)H(−u,−𝑣).
If h(r, c) contains real numbers, which is the case for image processing, then
H(−u,−𝑣) = H(u, 𝑣), where the bar denotes complex conjugation. Hence, (g ⋆

h)(r, c) ⇔ G(u, 𝑣)H(u, 𝑣).
Up to now, we have assumed that the images are continuous. Real images are,

of course, discrete. This trivial observation has profound implications for the
result of the Fourier transform. As noted above, the frequency variables u and 𝑣

are given in cycles per pixel. If a discrete image h(r, c) is transformed, the highest
possible frequency for any sine or cosine wave is 1∕2, that is, one cycle per two
pixels. The frequency 1∕2 is called the Nyquist critical frequency. Sine or cosine
waves with higher frequencies look like sine or cosine waves with correspond-
ingly lower frequencies. For example, a discrete cosine wave with frequency 0.75
looks exactly like a cosine wave with frequency 0.25, as shown in Figure 9.14.
Effectively, values of H(u, 𝑣) outside the square [−0.5, 0.5] × [−0.5, 0.5] are
mapped to this square by repeated mirroring at the borders of the square. This
effect is known as aliasing. To avoid aliasing, we must ensure that frequencies
higher than the Nyquist critical frequency are removed before the image is

–1

–0.5

0

0.5

1

–2 –1 0 1 2

(a)

–1

–0.5

0

0.5

1

–2 –1 0 1 2

(b)

Figure 9.14 Example of aliasing. (a) Two cosine waves, one with a frequency of 0.25 and the
other with a frequency of 0.75. (b) Two cosine waves, one with a frequency of 0.4 and the other
with a frequency of 0.6. Note that if both functions are sampled at integer positions, denoted
by the crosses, the discrete samples will be identical.
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sampled. During the image acquisition, this can be achieved by optical low-pass
filters in the camera. Aliasing, however, may also occur when an image is scaled
down (see Section 9.3.3). Here, it is important to apply smoothing filters before
the image is sampled at the lower resolution to ensure that frequencies above
the Nyquist critical frequency are removed.

Real images are not only discrete, they are also only defined within a rectangle
of dimension w × h, where w is the image width and h is the image height. This
means that the Fourier transform is no longer continuous, but can be sampled
at discrete frequencies uk = k∕h and 𝑣l = l∕w. As discussed previously, sampling
the Fourier transform is useful only in the Nyquist interval −1∕2 ≤ uk , 𝑣l < 1∕2.
With this, the discrete Fourier transform (DFT) is given by

Hk,l = H(uk , 𝑣l) =
h−1∑

r=0

w−1∑

c=0
hr,c e2𝜋i(uk r+𝑣lc)

=
h−1∑

r=0

w−1∑

c=0
hr,c e2𝜋i(kr∕h+lc∕w)

(9.33)

Analogously, the inverse DFT is given by

hr,c =
1

wh

h−1∑

k=0

w−1∑

l=0
Hk,l e−2𝜋i(kr∕h+lc∕w) (9.34)

As noted previously, conceptually, the frequencies uk and 𝑣l should be
sampled from the interval (−1∕2, 1∕2], that is, k = −h∕2 + 1,… , h∕2 and
l = −w∕2 + 1,… ,w∕2. Since we want to represent Hk,l as an image, the negative
coordinates are a little cumbersome. It is easy to see that equations (9.33) and
(9.34) are periodic with period h and w. Therefore, we can map the negative
frequencies to their positive counterparts: that is, k = −h∕2 + 1,… ,−1 is
mapped to k = h∕2 + 1,… , h − 1; and likewise for l.

We noted previously that for real images, H(−u,−𝑣) = H(u, 𝑣). This property
still holds for the DFT, with the appropriate change of coordinates as defined
above, that is, Hh−k,w−l = Hk,l (for k, l > 0). In practice, this means that we do
not need to compute and store the complete Fourier transform Hk,l because it
contains redundant information. It is sufficient to compute and store one half
of Hk,l, for example, the left half. This saves a considerable amount of processing
time and memory. This type of Fourier transform is called the real-valued Fourier
transform.

To compute the Fourier transform from equations (9.33) and (9.34), it might
seem that O((wh)2) operations are required. This would prevent the Fourier trans-
form from being useful in image processing applications. Fortunately, the Fourier
transform can be computed in O(wh log (wh)) operations for w = 2n and h =
2m [18] as well as for arbitrary w and h [19]. This fast computation algorithm
for the Fourier transform is aptly called the fast Fourier transform (FFT). With
self-tuning algorithms [19], the FFT can be computed in real time on standard
processors.

As discussed previously, the Fourier transform can be used to compute the con-
volution with any linear filter in the frequency domain. While this can be used to
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Figure 9.15 (a) Image of a map showing the texture of the paper. (b) Fourier transform of (a).
Because of the high dynamic range of the result, H1∕16

u,𝑣 is displayed. Note the distinct peaks in
Hu,𝑣, which correspond to the texture of the paper. (c) Filter Gu,𝑣 used to remove the
frequencies that correspond to the texture. (d) Convolution Hu,𝑣Gu,𝑣. (e) Inverse Fourier
transform of (d). (f, g) Detail of (a) and (e), respectively. Note that the texture has been removed.

perform filtering with standard filter masks, for example, the mean or Gaussian
filter, typically there is a speed advantage only for relatively large filter masks.
The real advantage of using the Fourier transform for filtering lies in the fact that
filters can be customized to remove specific frequencies from the image, which
occur, for example, for repetitive textures.

Figure 9.15a shows an image of a map. The map is drawn on a highly structured
paper that exhibits significant texture. The texture makes the extraction of the
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data in the map difficult. Figure 9.15b displays the Fourier transform Hu,𝑣. Note
that the Fourier transform is cyclically shifted so that the zero frequency is in
the center of the image to show the structure of the data more clearly. Hence,
Figure 9.15b displays the frequencies uk and 𝑣l for k = −h∕2 + 1,… , h∕2 and
l = −w∕2 + 1,… ,w∕2. Because of the high dynamic range of the result, H1∕16

u,𝑣
is displayed. It can be seen that Hu,𝑣 contains several highly significant peaks that
correspond to the characteristic frequencies of the texture. Furthermore, there
are two significant orthogonal lines that correspond to the lines in the map. A
filter Gu,𝑣 that removes the characteristic frequencies of the texture is shown in
Figure 9.15c, while the result of the convolution Hu,𝑣Gu,𝑣 in the frequency domain
is shown in Figure 9.15d. The result of the inverse Fourier transform, that is, the
convolution in the spatial domain, is shown in Figure 9.15e. Figure 9.15f,g shows
details of the input and result images, which show that the texture of the paper has
been removed. Thus, it is now very easy to extract the map data from the image.

9.3 Geometric Transformations

In many applications, one cannot ensure that the objects to be inspected are
always in the same position and orientation in the image. Therefore, the inspec-
tion algorithm must be able to cope with these position changes. Hence, one of
the problems is to detect the position and orientation, also called the pose, of the
objects to be examined. This will be the subject of later sections of this chapter.
For the purposes of this section, we assume that we know the pose already. In
this case, the simplest procedure to adapt the inspection to a particular pose is to
align the ROIs appropriately. For example, if we know that an object is rotated by
45∘, we could simply rotate the ROI by 45∘ before performing the inspection. In
some cases, however, the image must be transformed (aligned) to a standard pose
before the inspection can be performed. For example, the segmentation of the
OCR is much easier if the text is either horizontal or vertical. Another example
is the inspection of objects for defects based on a reference image. Here, we also
need to align the image of the object to the pose in the reference image, or vice
versa. Therefore, in this section we will examine different geometric image trans-
formations that are useful in practice.

9.3.1 Affine Transformations

If the position and rotation of the objects cannot be kept constant with the
mechanical setup, we need to correct the rotation and translation of the object.
Sometimes the distance of the object to the camera changes, leading to an
apparent change in size of the object. These transformations are part of a
very useful class of transformations called affine transformations, which are
transformations that can be described by the following equation:

(
r̃
c̃

)

=
(

a11 a12
a21 a22

)(
r
c

)

+
(

tr
tc

)

(9.35)

Hence, an affine transformation consists of a linear part given by a 2 × 2 matrix
and a translation. The above notation is a little cumbersome, however, since we
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always have to list the translation separately. To circumvent this, we can use a rep-
resentation where we extend the coordinates with a third coordinate of 1, which
enables us to write the transformation as a simple matrix multiplication:
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(9.36)

Note that the translation is represented by the elements a13 and a23 of the
matrix A. This representation with an added redundant third coordinate is called
homogeneous coordinates. Similarly, the representation with two coordinates
in equation (9.35) is called inhomogeneous coordinates. We will see the true
power of the homogeneous representation below. Any affine transformation can
be constructed from the following basic transformations, where the last row of
the matrix has been omitted:

(1 0 tr

0 1 tc

)

Translation (9.37)

(sr 0 0
0 sc 0

)

Scaling in row and column direction (9.38)

(cos 𝛼 − sin 𝛼 0
sin 𝛼 cos 𝛼 0

)

Rotation by an angle of 𝛼 (9.39)

(cos 𝜃 0 0
sin 𝜃 1 0

)

Skew of row axis by an angle of 𝜃 (9.40)

The first three basic transformations need no further explanation. The skew (or
slant) is a rotation of only one axis, in this case the row axis. It is quite useful to
rectify slanted characters in the OCR.

9.3.2 Projective Transformations

An affine transformation enables us to correct almost all relevant pose variations
that an object may undergo. However, sometimes affine transformations are not
general enough. If the object in question is able to rotate in three dimensions, it
will undergo a general perspective transformation, which is quite hard to correct
because of the occlusions that may occur. However, if the object is planar, we can
model the transformation of the object by a 2D perspective transformation, which
is a special 2D projective transformation [20, 21]. Projective transformations are
given by
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(9.41)

Note the similarity to the affine transformation in equation (9.36). The only
changes that were made are that the transformation is now described by a full
3 × 3 matrix and that we have replaced the 1 in the third coordinate with a vari-
able w. This representation is actually the true representation in homogeneous
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coordinates. It can also be used for affine transformations, which are special
projective transformations. With this third coordinate, it is not obvious how
we are able to obtain a transformed 2D coordinate, that is, how to compute
the corresponding inhomogeneous point. First of all, it must be noted that
in homogeneous coordinates all points p = (r, c,w)⊤ are only defined up to a
scale factor, that is, the vectors p and 𝜆p (𝜆 ≠ 0) represent the same 2D point
[20, 21]. Consequently, the projective transformation given by the matrix H is
also defined only up to a scale factor, and hence has only eight independent
parameters. To obtain an inhomogeneous 2D point from the homogeneous
representation, we must divide the homogeneous vector by w. This requires
w ≠ 0. Such points are called finite points. Conversely, points with w = 0 are
called points at infinity because they can be regarded as lying infinitely far away
in a certain direction [20, 21].

Since a projective transformation has eight independent parameters, it can be
uniquely determined from four corresponding points [20, 21]. This is how the
projective transformations will usually be determined in machine vision applica-
tions. We will extract four points in an image, which typically represent a rectan-
gle, and will rectify the image so that the four extracted points will be transformed
to the four corners of the rectangle, that is, to their corresponding points. Unfor-
tunately, because of space limitations we cannot give the details of how the trans-
formation is computed from the point correspondences. The interested reader is
referred to [20, 21].

9.3.3 Image Transformations

After having taken a look at how coordinates can be transformed with affine
and projective transformations, we can consider how an image should be trans-
formed. Our first idea might be to go through all the pixels in the input image, to
transform their coordinates, and to set the gray value of the transformed point
in the output image. Unfortunately, this simple strategy does not work. This can
be seen by checking what happens if an image is scaled by a factor of 2: only
one-quarter of the pixels in the output image would be set. The correct way to
transform an image is to loop through all the pixels in the output image and to
calculate the position of the corresponding point in the input image. This is the
simplest way to ensure that all relevant pixels in the output image are set. For-
tunately, calculating the positions in the original image is simple: we only need
to invert the matrix that describes the affine or projective transformation, which
results again in an affine or projective transformation.

When the image coordinates are transformed from the output image to the
input image, typically not all pixels in the output image transform back to coor-
dinates that lie in the input image. This can be taken into account by computing
a suitable ROI for the output image. Furthermore, we see that the resulting coor-
dinates in the input image will typically not be integer coordinates. An example
of this is given in Figure 9.16, where the input image is transformed by an affine
transformation consisting of a translation, rotation, and scaling. Therefore, the
gray values in the output image must be interpolated.
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Transformed input imageInput image Output image

Figure 9.16 Affine transformation of an image. Note that integer coordinates in the output
image transform to non-integer coordinates in the original image, and hence must be
interpolated.

(a) (b) (c)
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Figure 9.17 (a) A pixel in the output image is transformed back to the input image. Note that
the transformed pixel center lies at a non-integer position between four adjacent pixel centers.
(b) Nearest-neighbor interpolation determines the closest pixel center in the input image and
uses its gray value in the output image. (c) Bilinear interpolation determines the distances to
the four adjacent pixel centers and weights their gray values using the distances.

The interpolation can be done in several ways. Figure 9.17a displays a pixel
in the output image that has been transformed back to the input image. Note
that the transformed pixel center lies on a non-integer position between four
adjacent pixel centers. The simplest and fastest interpolation method is to
calculate the closest of the four adjacent pixel centers, which only involves
rounding the floating-point coordinates of the transformed pixel center, and to
use the gray value of the closest pixel in the input image as the gray value of the
pixel in the output image, as shown in Figure 9.17b. This interpolation method
is called nearest-neighbor interpolation. To see the effect of this interpolation,
Figure 9.18a displays an image of a serial number of a bank note, where the char-
acters are not horizontal. Figure 9.18c,d displays the result of rotating the image
such that the serial number is horizontal using this interpolation. Note that,
because the gray value is taken from the closest pixel center in the input image,
the edges of the characters have a jagged appearance, which is undesirable.
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(a) (b)

(c) (d)

(e) (f)

Figure 9.18 (a) Image showing a serial number of a bank note. (b) Detail of (a). (c) Image
rotated such that the serial number is horizontal using nearest-neighbor interpolation.
(d) Detail of (c). Note the jagged edges of the characters. (e) Image rotated using bilinear
interpolation. (f ) Detail of (e). Note the smooth edges of the characters.

The reason for the jagged appearance in the result of the nearest-neighbor
interpolation is that essentially we are regarding the image as a piecewise con-
stant function: every coordinate that falls within a rectangle of extent ±0.5 in
each direction is assigned the same gray value. This leads to discontinuities in the
result, which cause the jagged edges. This behavior is especially noticeable if the
image is scaled by a factor > 1. To get a better interpolation, we can use more
information than the gray value of the closest pixel. From Figure 9.17a, we can
see that the transformed pixel center lies in a square of four adjacent pixel cen-
ters. Therefore, we can use the four corresponding gray values and weight them
appropriately. One way to do this is to use bilinear interpolation, as shown in
Figure 9.17c. First, we compute the horizontal and vertical distances of the trans-
formed coordinate to the adjacent pixel centers. Note that these are numbers
between 0 and 1. Then, we weight the gray values according to their distances to
get the bilinear interpolation:

g̃ = b(ag11 + (1 − a)g01) + (1 − b)(ag10 + (1 − a)g00) (9.42)

Figure 9.18e,f displays the result of rotating the image of Figure 9.18a using bilin-
ear interpolation. Note that the edges of the characters now have a very smooth
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appearance. This much better result more than justifies the longer computation
time (typically a factor of around 2).

To conclude the discussion on interpolation, we discuss the effects of scal-
ing an image down. In the bilinear interpolation scheme, we would interpolate
from the closest four pixel centers. However, if the image is scaled down, adja-
cent pixel centers in the output image will not necessarily be close in the input
image. Imagine a larger version of the image of Figure 9.10b (one-pixel-wide ver-
tical lines spaced three pixels apart) being scaled down by a factor of 4 using
nearest-neighbor interpolation: we would get an image with one-pixel-wide lines
that are four pixels apart. This is certainly not what we would expect. For bilin-
ear interpolation, we would get similar unexpected results. If we scale down an
image, we are essentially subsampling it. As a consequence, we may obtain alias-
ing effects (see Section 9.2.4). An example of aliasing can be seen in Figure 9.19.
The image in Figure 9.19a is scaled down by a factor of 3 in Figure 9.19c using
bilinear interpolation. Note that the stroke widths of the vertical strokes of the
letter H, which are equally wide in Figure 9.19a, now appear to be substantially
different. This is undesirable. To improve the image transformation, the image

(a) (b)

(c) (d)

(e) (f)

Figure 9.19 (a) Image showing a serial number of a bank note. (b) Detail of (a). (c) The image
of (a) scaled down by a factor of 3 using bilinear interpolation. (d) Detail of (c). Note the
different stroke widths of the vertical strokes of the letter H. This is caused by aliasing. (e)
Result of scaling the image down by integrating a smoothing filter (in this case a mean filter)
into the image transformation. (f ) Detail of (e).
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(a) (b)

(c) (d)

Figure 9.20 (a,b) Images of license plates. (c,d) Result of a projective transformation that
rectifies the perspective distortion of the license plates.

must be smoothed before it is scaled down, for example, using a mean or a Gaus-
sian filter. Alternatively, the smoothing can be integrated into the gray value inter-
polation. Figure 9.19e shows the result of integrating a mean filter into the image
transformation. Because of the smoothing, the strokes of the H now have the
same width again.

In the above examples, we have seen the usefulness of the affine transforma-
tions for rectifying text. Sometimes, an affine transformation is not sufficient for
this purpose. Figure 9.20a,b shows two images of license plates on cars. Because
the position of the camera with respect to the car could not be controlled in
this example, the images of the license plates show severe perspective distor-
tions. Figure 9.20c,d shows the result of applying projective transformations to
the images that cut out the license plates and rectify them. Hence, the images in
Figure 9.20c,d would result if we had looked at the license plates perpendicularly
from in front of the car. Obviously, it is now much easier to segment and read the
characters on the license plates.

9.3.4 Polar Transformations

We conclude this section with another very useful geometric transformation:
the polar transformation. This transformation is typically used to rectify parts of
images that show objects that are circular or that are contained in circular rings
in the image. An example is shown in Figure 9.21a. Here, we can see the inner
part of a CD that contains a ring with a bar code and some text. To read the bar
code, one solution is to rectify the part of the image that contains the bar code.
For this purpose, the polar transformation can be used, which converts the image
into polar coordinates (d, 𝜙), that is, into the distance d to the center of the trans-
formation and the angle 𝜙 of the vector to the center of the transformation. Let
the center of the transformation be given by (mr,mc). Then, the polar coordinates
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(a)

(b)

Figure 9.21 (a) Image of the center of a CD showing a circular bar code. (b) Polar
transformation of the ring that contains the bar code. Note that the bar code is now straight
and horizontal.

of a point (r, c) are given by

d =
√
(r − mr)2 + (c − mc)2

𝜙 = arctan
(

−
r − mr

c − mc

) (9.43)

In the calculation of the arc tangent function, the correct quadrant must be used,
based on the sign of the two terms in the fraction in the argument of arctan. Note
that the transformation of a point into polar coordinates is quite expensive to
compute because of the square root and the arc tangent. Fortunately, to transform
an image, like for affine and projective transformations, the inverse of the polar
transformation is used, which is given by

r = mr − d sin𝜙

c = mc + d cos𝜙
(9.44)

Here, the sines and cosines can be tabulated because they only occur for a finite
number of discrete values, and hence only need to be computed once. Therefore,
the polar transformation of an image can be computed efficiently. Note that by
restricting the ranges of d and 𝜙, we can transform arbitrary circular sectors.
Figure 9.21b shows the result of transforming a circular ring that contains the
bar code in Figure 9.21a. Note that because of the polar transformation the bar
code is straight and horizontal, and consequently can be read easily.
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9.4 Image Segmentation

In the preceding sections, we have looked at operations that transform an image
into another image. These operations do not give us information about the objects
in the image. For this purpose, we need to segment the image, that is, extract
regions from the image that correspond to the objects we are interested in. More
formally, segmentation is an operation that takes an image as input and returns
one or more regions or subpixel-precise contours as output.

9.4.1 Thresholding

The simplest segmentation algorithm is to threshold the image. The threshold
operation is defined by

S = {(r, c) ∈ R ∣ gmin ≤ fr,c ≤ gmax} (9.45)
Hence, the threshold operation selects all points in the ROI R of the image that lie
within a specified range of gray values into the output region S. Often, gmin = 0 or
gmax = 2b − 1 is used. If the illumination can be kept constant, the thresholds gmin
and gmax are selected when the system is set up and are never modified. Since the
threshold operation is based on the gray values themselves, it can be used when-
ever the object to be segmented and the background have significantly different
gray values.

Figure 9.22a,b shows two images of integrated circuits (ICs) on a PCB with a
rectangular ROI overlaid in light gray. The result of thresholding the two images
with gmin = 90 and gmax = 255 is shown in Figure 9.22c,d. Since the illumination is
kept constant, the same threshold works for both images. Note also that there are
some noisy pixels in the segmented regions. They can be removed, for example,

(a) (b)

(c) (d)

Figure 9.22 (a,b) Images of prints on ICs with a rectangular ROI overlaid in light gray. (c,d)
Result of thresholding the images in (a),(b) with gmin = 90 and gmax = 255.
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Figure 9.23 (a,b) Images of prints on ICs with a rectangular ROI overlaid in light gray. (c,d)
Gray value histogram of the images in (a) and (b) within the respective ROI. (e,f ) Result of
thresholding the images in (a) and (b) with a threshold selected automatically based on the
gray value histogram.

based on their area (see Section 9.5) or based on morphological operations (see
Section 9.6).

The constant threshold works well only as long as the gray values of the object
and the background do not change. Unfortunately, this occurs less frequently
than one would wish, for example, because of changing illumination. Even if the
illumination is kept constant, different gray value distributions on similar objects
may prevent us from using a constant threshold. Figure 9.23 shows an example
of this. In Figure 9.23a,b, two different ICs on the same PCB are shown. Despite
the identical illumination, the prints have a substantially different gray value
distribution, which will not allow us to use the same threshold for both images.
Nevertheless, the print and the background can be separated easily in both cases.
Therefore, ideally, we would like to have a method that is able to determine the



542 9 Machine Vision Algorithms

thresholds automatically. This can be done based on the gray value histogram of
the image. Figure 9.23c,d shows the histograms of the images in Figure 9.23a,b. It
is obvious that there are two relevant peaks (maxima) in the histograms in both
images. The one with the smaller gray value corresponds to the background,
while the one with the higher gray value corresponds to the print. Intuitively,
a good threshold corresponds to the minimum between the two peaks in the
histogram. Unfortunately, neither the two maxima nor the minimum is well
defined because of random fluctuations in the gray value histogram. Therefore,
to robustly select the threshold that corresponds to the minimum, the histogram
must be smoothed, for example, by convolving it with a 1D Gaussian filter. Since
it is not clear which 𝜎 to use, a good strategy is to smooth the histogram with
progressively larger values of 𝜎 until two unique maxima with a unique minimum
in between are obtained. The result of using this approach to select the threshold
automatically is shown in Figure 9.23e,f. As can be seen, for both images suitable
thresholds have been selected. This approach of selecting the thresholds is not the
only approach. Other approaches are described, for example, in [22, 23]. All these
approaches have in common that they are based on the gray value histogram of
the image. One example of such a different approach is to assume that the gray
values in the foreground and background each have a normal (Gaussian) proba-
bility distribution, and to jointly fit two Gaussian densities to the histogram. The
threshold is then defined as the gray value for which the two Gaussian densities
have equal probabilities. Another approach is to select the threshold by maximiz-
ing a measure of separability in gray values of the region and the background [24].

While calculating the thresholds from the histogram often works extremely
well, it fails whenever the assumption that there are two peaks in the histogram
is violated. One such example is shown in Figure 9.24. Here, the print is so noisy
that the gray values of the print are extremely spread out, and consequently there
is no discernible peak for the print in the histogram. Another reason for the fail-
ure of the desired peak to appear is an inhomogeneous illumination. This typically
destroys the relevant peaks or moves them so that they are in the wrong location.
An uneven illumination often even prevents us from using a threshold operation
altogether because there are no fixed thresholds that work throughout the entire
image. Fortunately, often the objects of interest can be characterized by being
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Figure 9.24 (a) Image of a print on an IC with a rectangular ROI overlaid in light gray. (b) Gray
value histogram of the image in (a) within the ROI. Note that there are no significant minima
and only one significant maximum in the histogram.
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Figure 9.25 (a) Image showing a small part of a print on an IC with a one-pixel-wide horizontal
ROI. (b) Gray value profiles of the image and the image smoothed with a 9 × 9 mean filter. Note
that the text is substantially brighter than the local background estimated by the mean filter.

locally brighter or darker than their local background. The prints on the ICs we
have examined so far are a good example of this. Therefore, instead of specifying
global thresholds, we would like to specify by how much a pixel must be brighter
or darker than its local background. The only problem we have is how to deter-
mine the gray value of the local background. Since a smoothing operation, for
example, the mean, Gaussian, or median filter (see Section 9.2.3), calculates an
average gray value in a window around the current pixel, we can simply use the fil-
ter output as an estimate of the gray value of the local background. The operation
of comparing the image to its local background is called a dynamic thresholding
operation. Let the image be denoted by fr,c and the smoothed image be denoted
by gr,c. Then, the dynamic thresholding operation for bright objects is given by

S = {(r, c) ∈ R ∣ fr,c − gr,c ≥ gdiff} (9.46)
while the dynamic thresholding operation for dark objects is given by

S = {(r, c) ∈ R ∣ fr,c − gr,c ≤ −gdiff} (9.47)
Figure 9.25 gives an example of how the dynamic thresholding works. In
Figure 9.25a, a small part of a print on an IC with a one-pixel-wide horizontal
ROI is shown. Figure 9.25b displays the gray value profiles of the image and
the image smoothed with a 9 × 9 mean filter. It can be seen that the text is
substantially brighter than the local background estimated by the mean filter.
Therefore, the characters can be segmented easily with the dynamic thresholding
operation.

In the dynamic thresholding operation, the size of the smoothing filter deter-
mines the size of the objects that can be segmented. If the filter size is too small,
the local background will not be estimated well in the center of the objects. As a
rule of thumb, the diameter of the mean filter must be larger than the diameter of
the objects to be recognized. The same holds for the median filter. An analogous
relation exists for the Gaussian filter. Furthermore, in general, if larger filter sizes
are chosen for the mean and Gaussian filters, the filter output will be more repre-
sentative of the local background. For example, for light objects the filter output
will become darker within the light objects. For the median filter, this is not true
since it will completely eliminate the objects if the filter mask is larger than the
diameter of the objects. Hence, the gray values will be representative of the local
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(a) (b)

Figure 9.26 (a) Image of a print on an IC with a rectangular ROI overlaid in light gray. (b) Result
of segmenting the image in (a) with a dynamic thresholding operation with gdiff = 5 and a
31 × 31 mean filter.

background if the filter is sufficiently large. If the gray values in the smoothed
image are more representative of the local background, we can typically select a
larger threshold gdiff, and hence can suppress noise in the segmentation better.
However, the filter mask cannot be chosen arbitrarily large because neighbor-
ing objects might adversely influence the filter output. Finally, it should be noted
that the dynamic thresholding operation returns a segmentation result not only
for objects that are brighter or darker than their local background but also at the
bright or dark region around edges.

Figure 9.26a again shows the image of Figure 9.24a, which could not be seg-
mented with an automatic threshold. In Figure 9.26b, the result of segmenting
the image with a dynamic thresholding operation with gdiff = 5 is shown. The local
background was obtained with a 31 × 31 mean filter. Note that the difficult print
is segmented very well with the dynamic thresholding.

As described so far, the dynamic thresholding operation can be used to com-
pare the image with its local background, which is obtained by smoothing the
image. With a slight modification, the dynamic thresholding operation can also
be used to detect errors in an object, for example, for print inspection. Here, the
image gr,c is an image of the ideal object, that is, the object without errors; gr,c is
called the reference image. To detect deviations from the ideal object, we can sim-
ply look for too bright or too dark pixels in the image fr,c by using equation (9.46)
or (9.47). Often, we are not interested in whether the pixels are too bright or too
dark, but simply in whether they deviate too much from the reference image, that
is, the union of equations (9.46) and (9.47), which is given by

S = {(r, c) ∈ R ∣ | fr,c − gr,c| > gabs} (9.48)
Note that this pixel-by-pixel comparison requires that the image fr,c of the
object to check and the reference image gr,c are aligned very accurately to avoid
spurious gray value differences that would be interpreted as errors. This can be
ensured either by the mechanical setup or by finding the pose of the object in the
current image, for example, using template matching (see Section 9.11), and then
transforming the image to the pose of the object in the ideal image (see
Section 9.3).
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This kind of dynamic thresholding operation is very strict on the shape of the
objects. For example, if the size of the object increases by half a pixel and the gray
value difference between the object and the background is 200, the gray value
difference between the current image and the model image will be 100 at the
object’s edges. This is a significant gray value difference, which would surely be
larger than any reasonable gabs. In real applications, however, small variations of
the object’s shape typically should be tolerated. On the other hand, small gray
value changes in the areas where the object’s shape does not change should still be
recognized as an error. To achieve this behavior, we can introduce a thresholding
operation that takes the expected gray value variations in the image into account.
Let us denote the permissible variations in the image by 𝑣r,c. Ideally, we would
like to segment the pixels that differ from the reference image by more than the
permissible variations:

S = {(r, c) ∈ R ∣ | fr,c − gr,c| > 𝑣r,c} (9.49)
The permissible variations can be determined by learning them from a set of
training images. For example, if we use n training images of objects with per-
missible variations, the standard deviation of the gray values of each pixel can be
used to derive 𝑣r,c. If we use n images to define the variations of the ideal object,
we might as well use the mean of each pixel to define the reference image gr,c
to reduce noise. Of course, the n training images must be aligned with sufficient
accuracy. The mean and standard deviation of the n training images are given by

mr,c =
1
n

n∑

i=1
gr,c;i

sr,c =

√
√
√
√1

n

n∑

i=1
(gr,c;i − mr,c)2

(9.50)

The images mr,c and sr,c model the reference image and the allowed variations of
the reference image. Hence, we can call this approach a variation model. Note
that mr,c is identical to the temporal average of equation (9.13). To define 𝑣r,c,
ideally we could simply set 𝑣r,c to a small multiple c of the standard deviation,
that is, 𝑣r,c = csr,c, where, for example, c = 3. Unfortunately, this approach does
not work well if the variations in the training images are extremely small, for
example, because the noise in the training images is significantly smaller than
in the test images, or because parts of the object are near the saturation limit
of the camera. In these cases, it is useful to introduce an absolute threshold a
for the variation images, which is used whenever the variations in the training
images are very small: 𝑣r,c = max(a, csr,c). As a further generalization, it is some-
times useful to have different thresholds for too bright and too dark pixels. With
this, the variation threshold is no longer symmetric with respect to mr,c, and we
need to introduce two threshold images for the too bright and too dark pixels.
If we denote the threshold images by ur,c and lr,c, the absolute thresholds by a
and b, and the factors for the standard deviations by c and d, the variation model
segmentation is given by

S = {(r, c) ∈ R ∣ fr,c < lr,c ∨ fr,c > ur,c} (9.51)
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(a) (b)

(c) (d)

(e) (f)

Figure 9.27 (a,b) Two images of a sequence of 15 showing a print on the clip of a pen. Note
that the letter V in the MVTec logo moves slightly with respect to the rest of the logo. (c)
Reference image mr,c of the variation model computed from the 15 training images. (d)

Standard deviation image sr,c . For better visibility, s1∕4
r,c is displayed. (e,f ) Minimum and

maximum threshold images ur,c and lr,c computed with a = b = 20 and c = d = 3.

where
ur,c = mr,c + max(a, csr,c)
lr,c = mr,c − max(b, dsr,c)

(9.52)

Figure 9.27a,b displays two images of a sequence of 15 showing a print on the
clip of a pen. All images are aligned such that the MVTec logo is in the center
of the image. Note that the letter V in the MVTec logo moves with respect to
the rest of the logo and that the corners of the letters may change their shape
slightly. This happens because of the pad printing technology used to print the
logo. The two colors of the logo are printed with two different pads, which can
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(a) (b)

(c) (d)

Figure 9.28 (a) Image showing a logo with errors in the letters T (small hole) and C (too little
ink). (b) Errors displayed in white, segmented with the variation model of Figure 9.27. (c) Image
showing a logo in which the letter V has moved too high and to the right. (d) Segmented
errors.

move with respect to each other. Furthermore, the size of the letters may vary
because of slightly different pressures with which the pads are pressed onto the
clip. To ensure that the logo has been printed correctly, the variation model can
be used to determine the mean and variation images shown in Figure 9.27c,d, and
from them the threshold images shown in Figure 9.27e,f. Note that the variation
is large at the letter V of the logo because this letter may move with respect to
the rest of the logo. Also note the large variation at the edges of the clip, which
occurs because the logo’s position varies on the clip.

Figure 9.28a shows a logo with errors in the letters T (small hole) and C (too
little ink). From Figure 9.28b, it can be seen that the two errors can be detected
reliably. Figure 9.28c shows a different kind of error: the letter V has moved too
high and to the right. This kind of error can also be detected easily, as shown in
Figure 9.28d.

As described so far, the variation model requires n training images to construct
the reference and variation images. In some applications, however, it is possible
to acquire only a single reference image. In these cases, there are two options
to create the variation model. The first option is to create artificial variations of
the model, for example, by creating translated versions of the reference image.
Another option can be derived by noting that the variations are necessarily large
at the edges of the object if we allow small size and position tolerances. This can
be clearly seen in Figure 9.27d. Consequently, in the absence of training images
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that show the real variations of the object, a reasonable approximation for sr,c is
given by computing the edge amplitude image of the reference image using one
of the edge filters described in Section 9.7.3.

9.4.2 Extraction of Connected Components

The segmentation algorithms in the previous section return one region as the seg-
mentation result (recall the definitions in equations (9.45)–(9.47)). Typically, the
segmented region contains multiple objects that should be returned individually.
For example, in the examples in Figures 9.22–9.26 we are interested in obtain-
ing each character as a separate region. Typically, the objects we are interested in
are characterized by forming a connected set of pixels. Hence, to obtain the indi-
vidual regions we must compute the connected components of the segmented
region.

To be able to compute the connected components, we must define when two
pixels should be considered connected. On a rectangular pixel grid, there are
only two natural options to define the connectivity. The first possibility is to
define two pixels as being connected if they have an edge in common, that is,
if the pixel is directly above, below, left, or right of the current pixel, as shown
in Figure 9.29a. Since each pixel has four connected pixels, this definition is
called the 4-connectivity or 4-neighborhood. Alternatively, the definition can be
extended to also include the diagonally adjacent pixels, as shown in Figure 9.29b.
This definition is called the 8-connectivity or 8-neighborhood.

While these definitions are easy to understand, they cause problematic
behavior if the same definition is used on both foreground and background.
Figure 9.30 shows some of the problems that occur if 8-connectivity is used for
foreground and background. In Figure 9.30a, there is clearly a single line in the
foreground, which divides the background into two connected components.
This is what we would intuitively expect. However, as Figure 9.30b shows, if
the line is slightly rotated, we still obtain a single connected component in the
foreground. However, now the background is also a single component. This
is quite counterintuitive. Figure 9.30c shows another peculiarity. Again, the
foreground region consists of a single connected component. Intuitively, we
would say that the region contains a hole. However, the background also is a
single connected component, indicating that the region contains no hole. The
only remedy for this problem is to use opposite connectivities on the foreground
and background. If, for example, 4-connectivity is used for the background in
the examples in Figure 9.30, all of the above problems are solved. Likewise, if
4-connectivity is used for the foreground and 8-connectivity for the background,
the inconsistencies are avoided.

(a) (b)

Figure 9.29 Two possible definitions of
connectivity on rectangular pixel grids: (a)
4-connectivity and (b) 8-connectivity.
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(a) (b) (c)

Figure 9.30 Some peculiarities occur when the same connectivity, in this case 8-connectivity,
is used for the foreground and background. (a) The single line in the foreground clearly divides
the background into two connected components. (b) If the line is very slightly rotated, there is
still a single line, but now the background is a single component, which is counterintuitive. (c)
The single region in the foreground intuitively contains one hole. However, the background is
also a single connected component, indicating that the region has no hole, which is also
counterintuitive.

(a) (b) (c)
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Figure 9.31 (a) Run-length representation of a region containing seven runs. (b) Search tree
when performing a depth-first search for the connected components of the region in (a) using
8-connectivity. The numbers indicate the runs. (c) Resulting connected components.

To compute the connected components on the run-length representation of a
region, a classical depth-first search can be performed [25]. We can repeatedly
search for the first unprocessed run, and then search for overlapping runs in the
adjacent rows of the image. The used connectivity determines whether two runs
overlap. For 4-connectivity, the runs must at least have one pixel in the same
column, while for the 8-connectivity the runs must at least touch diagonally. An
example of this procedure is shown in Figure 9.31. The run-length representation
of the input region is shown in Figure 9.31a, the search tree for the depth-first
search using the 8-connectivity is shown in Figure 9.31b, and the resulting
connected components are shown in Figure 9.31c. For the 8-connectivity, three
connected components result. If 4-connectivity had been used, four connected
components would result.

It should be noted that the connected components can also be computed from
the representation of a region as a binary image. The output of this operation
is a label image. Therefore, this operation is also called labeling or component
labeling. For a description of algorithms that compute the connected components
from a binary image, see [22, 23].

To conclude this section, Figure 9.32a,b shows the result of computing the con-
nected components of the regions in Figure 9.23e,f. As can be seen, each character
is a connected component. Furthermore, the noisy segmentation results are also
returned as separate components. Thus, it is easy to remove them from the seg-
mentation, for example, based on their area.
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(a) (b)

Figure 9.32 (a,b) Result of computing the connected components of the regions in
Figure 9.23e,f. The connected components are visualized by using eight different gray values
cyclically.

9.4.3 Subpixel-Precise Thresholding

All the thresholding operations we have discussed so far have been pixel-precise.
In most cases, this precision is sufficient. However, some applications require
a higher accuracy than the pixel grid. Therefore, an algorithm that returns a
result with subpixel precision is sometimes required. Obviously, the result of
this subpixel-precise thresholding operation cannot be a region, which is only
pixel-precise. The appropriate data structure for this purpose therefore is a
subpixel-precise contour (see Section 9.1.3). This contour will represent the
boundary between regions in the image that have gray values above the gray
value threshold gsub and regions that have gray values below gsub. To obtain
this boundary, we must convert the discrete representation of the image into a
continuous function. This can be done, for example, with bilinear interpolation
(see equation (9.42) in Section 9.3.3). Once we have obtained a continuous repre-
sentation of the image, the subpixel-precise thresholding operation conceptually
consists of intersecting the image function f (r, c) with the constant function
g(r, c) = gsub. Figure 9.33 shows the bilinearly interpolated image f (r, c) in a 2 × 2
block of the four closest pixel centers. The closest pixel centers lie at the corners
of the graph. The bottom of the graph shows the intersection curve of the image
f (r, c) in this 2 × 2 block with the constant gray value gsub = 100. Note that this
curve is part of a hyperbola. Since this hyperbolic curve would be quite cum-
bersome to represent, we can simply substitute it with a straight line segment
between the two points where the hyperbola leaves the 2 × 2 block. This line
segment constitutes one segment of the subpixel contour we are interested in.
Each 2 × 2 block in the image typically contains between zero and two of these
line segments. If the 2 × 2 block contains an intersection of two contours, four
line segments may occur. To obtain meaningful contours, these segments need
to be linked. This can be done by repeatedly selecting the first unprocessed line
segment in the image as the first segment of the contour and then tracing the adja-
cent line segments until the contour closes, reaches the image border, or reaches
an intersection point. The result of this linking step typically is closed contours
that enclose a region in the image in which the gray values are either larger or
smaller than the threshold. Note that, if such a region contains holes, one contour
will be created for the outer boundary of the region and one for each hole.
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Figure 9.33 The graph shows gray values that are interpolated bilinearly between four pixel
centers, lying at the corners of the graph, and the intersection curve with the gray value
gsub = 100 at the bottom of the graph. This curve (part of a hyperbola) is the boundary
between the region with gray values >100 and gray values <100.

(a) (b) (c)

Figure 9.34 (a) Image of a PCB with BGA solder pads. (b) Result of applying a subpixel-precise
threshold to the image in (a). The part that is being displayed corresponds to the white
rectangle in (a). (c) Detail of the left pad in the center row of (b).

Figure 9.34a shows an image of a PCB that contains a ball grid array (BGA) of
solder pads. To ensure good electrical contact, it must be ensured that the pads
have the correct shape and position. This requires high accuracy, and, since in this
application typically the resolution of the image is small compared to the size of
the balls and pads, the segmentation must be performed with subpixel accuracy.
Figure 9.34b shows the result of performing a subpixel-precise thresholding oper-
ation on the image in Figure 9.34a. To see enough details of the results, the part
that corresponds to the white rectangle in Figure 9.34a is displayed. The boundary
of the pads is extracted with very good accuracy. Figure 9.34c shows even more
detail: the left pad in the center row of Figure 9.34b, which contains an error
that must be detected. As can be seen, the subpixel-precise contour correctly
captures the erroneous region of the pad. We can also easily see the individual
line segments in the subpixel-precise contour and how they are contained in the
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2 × 2 pixel blocks. Note that each block lies between four pixel centers. There-
fore, the contour’s line segments end at the lines that connect the pixel centers.
Note also that in this part of the image there is only one block in which two line
segments are contained: at the position where the contour enters the error on the
pad. All the other blocks contain one or no line segments.

9.5 Feature Extraction

In the previous sections, we have seen how to extract regions or subpixel-precise
contours from an image. While the regions and contours are very useful, they may
not be sufficient because they contain the raw description of the segmented data.
Often, we must select certain regions or contours from the segmentation result,
for example, to remove unwanted parts of the segmentation. Furthermore, often
we are interested in gauging the objects. In other applications, we might want
to classify the objects, for example, in the OCR, to determine the type of the
object. All these applications require that we determine one or more character-
istic quantities from the regions or contours. The quantities we determine are
called features. Typically they are real numbers. The process of determining the
features is called feature extraction. There are different kinds of features. Region
features are features that can be extracted from the regions themselves. In con-
trast, gray value features also use the gray values in the image within the region.
Finally, contour features are based on the coordinates of the contour.

9.5.1 Region Features

By far the simplest region feature is the area of the region:

a = |R| =
∑

(r,c)∈R
1 =

n∑

i=1
cei − csi + 1 (9.53)

Hence, the area a of the region is simply the number of points |R| in the region.
If the region is represented as a binary image, the first sum has to be used to
compute the area; whereas if a run-length representation is used, the second sum
can be used. Recall from equation (9.2) that a region can be regarded as the union
of its runs, and the area of a run is extremely simple to compute. Note that the
second sum contains many fewer terms than the first sum, as discussed in Section
9.1.2. Hence, the run-length representation of a region will lead to a much faster
computation of the area. This is true for almost all region features.

Figure 9.35 shows the result of selecting all regions with an area ≥20 from the
regions in Figure 9.32a,b. Note that all the characters have been selected, while
all noisy segmentation results have been removed. These regions could now be
used as input for OCR.

The area is a special case of a more general class of features called the moments
of the region. The moment of order (p, q), with p ≥ 0 and q ≥ 0, is defined as

mp,q =
∑

(r,c)∈R
rpcq (9.54)

Note that m0,0 is the area of the region. As for the area, simple formulas to com-
pute the moments solely based on the runs can be derived. Hence, the moments
can be computed very efficiently in the run-length representation.
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(a) (b)

Figure 9.35 (a,b) Result of selecting regions with an area ≥20 from the regions in
Figure 9.32a,b. The connected components are visualized by using eight different gray values
cyclically.

The moments in equation (9.54) depend on the size of the region. Often, it is
desirable to have features that are invariant to the size of the objects. To obtain
such features, we can simply divide the moments by the area of the region if p +
q ≥ 1 to get normalized moments:

np,q = 1
a

∑

(r,c)∈R
rpcq (9.55)

The most interesting feature that can be derived from the normalized moments
is the center of gravity of the region, which is given by (n1,0, n0,1). It can be
used to describe the position of the region. Note that the center of gravity is a
subpixel-precise feature, even though it is computed from pixel-precise data.

The normalized moments depend on the position in the image. Often, it is use-
ful to make the features invariant to the position of the region in the image. This
can be done by calculating the moments relative to the center of gravity of the
region. These central moments are given by (p + q ≥ 2)

𝜇p,q = 1
a

∑

(r,c)∈R
(r − n1,0)p(c − n0,1)q (9.56)

Note that they are also normalized. The second central moments (p + q = 2) are
particularly interesting. They enable us to define an orientation and an extent
for the region. This is done by assuming that the moments of order 1 and 2 of
the region were obtained from an ellipse. Then, from these five moments, the
five geometric parameters of the ellipse can be derived. Figure 9.36 displays the
ellipse’s parameters graphically. The center of the ellipse is identical to the center
of gravity of the region. The major and minor axes r1 and r2 and the angle of the

Figure 9.36 Geometric parameters of an ellipse.
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ellipse with respect to the column axis are given by

r1 =

√

2
(

𝜇2,0 + 𝜇0,2 +
√

(𝜇2,0 − 𝜇0,2)2 + 4𝜇2
1,1

)

r2 =

√

2
(

𝜇2,0 + 𝜇0,2 −
√

(𝜇2,0 − 𝜇0,2)2 + 4𝜇2
1,1

)

𝜃 = −1
2

arctan
2𝜇1,1

𝜇0,2 − 𝜇2,0

(9.57)

For a derivation of these results, see [22] (note that there the diameters are used
instead of the radii). From the ellipse parameters, we can derive another very
useful feature: the anisometry r1∕r2. This is scale-invariant and describes how
elongated a region is.

The ellipse parameters are extremely useful to determine the orientations and
sizes of regions. For example, the angle 𝜃 can be used to rectify rotated text.
Figure 9.37a shows the result of thresholding the image in Figure 9.18a. The seg-
mentation result is treated as a single region, that is, the connected components
have not been computed. Figure 9.37a also displays the ellipse parameters by
overlaying the major and minor axes of the equivalent ellipse. Note that the major
axis is slightly longer than the region because the equivalent ellipse does not need
to have the same area as the region. It only needs to have the same moments of
orders 1 and 2. The angle of the major axis is a very good estimate for the rota-
tion of the text. In fact, it has been used to rectify the images in Figure 9.18b,c.
Figure 9.37b shows the axes of the characters after the connected components
have been computed. Note how well the orientation of the regions corresponds
with our intuition.

(a)

(b)

Figure 9.37 Result of thresholding the
image in Figure 9.18a overlaid with a
visualization of the ellipse parameters. The
light gray lines represent the major and
minor axes of the regions. Their intersection
is the center of gravity of the regions. (a) The
segmentation is treated as a single region.
(b) The connected components of the
region are used. The angle of the major axis
in (a) has been used to rotate the images in
Figure 9.18b,c.



9.5 Feature Extraction 555

While the ellipse parameters are extremely useful, they have two minor short-
comings. First of all, the orientation can be determined only if r1 ≠ r2. Our first
thought might be that this applies only to circles, which have no meaningful ori-
entation anyway. Unfortunately, this is not true. There is a much larger class of
objects for which r1 = r2. All objects that have a fourfold rotational symmetry,
such as squares, have r1 = r2. Hence, their orientation cannot be determined with
the ellipse parameters. The second slight problem is that, since the underlying
model is an ellipse, the orientation 𝜃 can only be determined modulo 𝜋 (180∘).
This problem can be solved by determining the point in the region that has the
largest distance from the center of gravity and use it to select 𝜃 or 𝜃 + 𝜋 as the
correct orientation.

In the above discussion, we have used various transformations to make the
moment-based features invariant to certain transformations, for example,
translation and scaling. Several approaches have been proposed to create
moment-based features that are invariant to a larger class of transformations,
for example, translation, rotation, and scaling [26] or even general affine
transformations [27, 28]. They are primarily used to classify objects.

Apart from the moment-based features, there are several other useful features
that are based on the idea of finding an enclosing geometric primitive for the
region. Figure 9.38a displays the smallest axis-parallel enclosing rectangle of
a region. This rectangle is often also called the bounding box of the region. It
can be calculated very easily based on the minimum and maximum row and
column coordinates of the region. Based on the parameters of the rectangle,
other useful quantities like the width and height of the region and their ratio can
be calculated. The parameters of the bounding box are particularly useful if we
want to quickly find out whether two regions can intersect. Since the smallest
axis-parallel enclosing rectangle sometimes is not very tight, we can also define a
smallest enclosing rectangle of arbitrary orientation, as shown in Figure 9.38b. Its
computation is much more complicated than the computation of the bounding
box, however, so we cannot give details here. An efficient implementation
can be found in [29]. Note that an arbitrarily oriented rectangle has the same
parameters as an ellipse. Hence, it also enables us to define the position, size, and
orientation of a region. Note that, in contrast to the ellipse parameters, a useful
orientation for squares is returned. The final useful enclosing primitive is an
enclosing circle, as shown in Figure 9.38c. Its computation is also quite complex
[30]. It also enables us to define the position and size of a region.

(rul, cul)

(rlr, clr)
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Figure 9.38 (a) Smallest axis-parallel enclosing rectangle of a region. (b) Smallest enclosing
rectangle of arbitrary orientation. (c) Smallest enclosing circle.
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The computation of the smallest enclosing rectangle of arbitrary orientation
and the smallest enclosing circle is based on first computing the convex hull of the
region. The convex hull of a set of points, and in particular a region, is the smallest
convex set that contains all the points. A set is convex if, for any two points in the
set, the straight line between them is completely contained in the set. The convex
hull of a set of points can be computed efficiently [31, 32]. The convex hull of
a region is often useful to construct ROIs from regions that have been extracted
from the image. Based on the convex hull of the region, another useful feature can
be defined: the convexity, which is defined as the ratio of the area of the region
to the area of its convex hull. It is a feature between 0 and 1 that measures how
compact the region is. A convex region has a convexity of 1. The convexity can,
for example, be used to remove unwanted segmentation results, which often are
highly nonconvex.

Another useful feature of a region is its contour length. To compute it, we need
to trace the boundary of the region to get a linked contour of the boundary pixels
[22]. Once the contour has been computed, we simply need to sum the Euclidean
distances of the contour segments, which are 1 for horizontal and vertical seg-
ments and

√
2 for diagonal segments. Based on the contour length l and the area

a of the region, we can define another measure for the compactness of a region:
c = l2∕(4𝜋a). For circular regions, this feature is 1, while all other regions have
larger values. The compactness has similar uses as the convexity.

9.5.2 Gray Value Features

We have already seen some gray value features in Section 9.2.1, namely the min-
imum and maximum gray values within the region:

gmin = min
(r,c)∈R

gr,c, gmax = max
(r,c)∈R

gr,c (9.58)

They are used for the gray value normalization in Section 9.2.1. Another obvious
feature is the mean gray value within the region:

g = 1
a

∑

(r,c)∈R
gr,c (9.59)

Here, a is the area of the region, given by equation (9.53). The mean gray value is
a measure of the brightness of the region. A single measurement within a refer-
ence region can be used to measure additive brightness changes with respect to
the conditions when the system was set up. Two measurements within different
reference regions can be used to measure linear brightness changes and thereby
to compute a linear gray value transformation (see Section 9.2.1) that compen-
sates the brightness change, or to adapt segmentation thresholds. The mean gray
value is a statistical feature. Another statistical feature is the variance of the gray
values:

s2 = 1
a − 1

∑

(r,c)∈R
(gr,c − g)2 (9.60)

and the standard deviation s =
√

s2. Measuring the mean and standard deviation
within a reference region can also be used to construct a linear gray value trans-
formation that compensates brightness changes. The standard deviation can be
used to adapt segmentation thresholds. Furthermore, the standard deviation is a
measure of the amount of texture that is present within the region.
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The gray value histogram (9.4) and the cumulative histogram (9.5), which we
have already encountered in Section 9.2.1, are also gray value features. From the
histogram, we have already used a feature for the robust contrast normalization:
the 𝛼-quantile

g
𝛼
= min{g∶ cg ≥ 𝛼} (9.61)

where cg is defined in equation (9.5). It was used to obtain the robust minimum
and maximum gray values in Section 9.2.1. The quantiles were called pl and pu
there. Note that, for 𝛼 = 0.5, we obtain the median gray value. It has similar uses
as the mean gray value.

In the previous section, we have seen that the region’s moments are extremely
useful features. They can be extended to gray value features in a natural manner.
The gray value moment of order (p, q), with p ≥ 0 and q ≥ 0, is defined as

mp,q =
∑

(r,c)∈R
gr,c rpcq (9.62)

This is the natural generalization of the region moments because we obtain
the region moments from the gray value moments by using the characteristic
function 𝜒R (Equation (9.1)) of the region as the gray values. Like for the region
moments, the moment a = m0,0 can be regarded as the gray value area of the
region. It is actually the “volume” of the gray value function gr,c within the region.
Like for the region moments, normalized moments can be defined by

np,q = 1
a

∑

(r,c)∈R
gr,c rpcq (9.63)

The moments (n1,0, n0,1) define the gray value center of gravity of the region. With
this, central gray value moments can be defined by

𝜇p,q = 1
a

∑

(r,c)∈R
gr,c (r − n1,0)p(c − n0,1)q (9.64)

Like for the region moments, based on the second central moments we can define
the ellipse parameters, major and minor axes, and the orientation. The formulas
are identical to equation (9.57). Furthermore, the anisometry can also be defined
identically as for the regions.

All the moment-based gray value features are very similar to their region-based
counterparts. Therefore, it is interesting to look at their differences. Like we saw,
the gray value moments reduce to the region moments if the characteristic func-
tion of the region is used as the gray values. The characteristic function can be
interpreted as the membership of a pixel to the region. A membership of 1 means
that the pixel belongs to the region, while 0 means that the pixel does not belong
to the region. This notion of belonging to the region is crisp: that is, for every pixel
a hard decision must be made. Suppose now that, instead of making a hard deci-
sion for every pixel, we could make a “soft” or “fuzzy” decision about whether
a pixel belongs to the region, and that we encode the degree of belonging to
the region by a number ∈ [0, 1]. We can interpret the degree of belonging as a
fuzzy membership value, as opposed to the crisp binary membership value. With
this, the gray value image can be regarded as a fuzzy set [33]. The advantage of
regarding the image as a fuzzy set is that we do not have to make a hard decision
about whether a pixel belongs to the object or not. Instead, the fuzzy member-
ship value determines what percentage of the pixel belongs to the object. This
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(a) (b) (c)

Figure 9.39 Subpixel-precise circle position and area using the gray value and region
moments. The image represents a fuzzy membership, scaled to values between 0 and 200. The
solid line is the result of segmenting with a membership of 100. The dotted line is a circle that
has the same center of gravity and area as the segmented region. The dashed line is a circle
that has the same gray value center of gravity and gray value area as the image. (a) Shift: 0;
error in the area for the region moments: 13.2%; for the gray value moments: −0.05%. (b) Shift:
5∕32 pixel; error in the row coordinate for the region moments: −0.129; for the gray value
moments: 0.003. (c) Shift: 1∕2 pixel; error in the area for the region moments: −8.0%; for the
gray value moments: −0.015%. Note that the gray value moments yield a significantly better
accuracy for this small object.

enables us to measure the position and size of the objects much more accu-
rately, especially for small objects, because in the transition zone between the
foreground and background there will be some mixed pixels that allow us to
capture the geometry of the object more accurately. An example of this is shown
in Figure 9.39. Here, a synthetically generated subpixel-precise ideal circle of
radius 3 is shifted in subpixel increments. The gray values represent a fuzzy mem-
bership, scaled to values between 0 and 200 for display purposes. The figure dis-
plays a pixel-precise region, thresholded with a value of 100, which corresponds
to a membership above 0.5, as well as two circles that have a center of gravity and
area that were obtained from the region and gray value moments. The gray value
moments were computed in the entire image. It can be seen that the area and
center of gravity are computed much more accurately by the gray value moments
because the decision about whether a pixel belongs to the foreground or not has
been avoided. In this example, the gray value moments result in an area error that
is always smaller than 0.25% and a position error smaller than 1∕200 of a pixel.
In contrast, the area error for the region moments can be up to 13.2% and the
position error can be up to 1∕6 of a pixel. Note that both types of moments yield
subpixel-accurate measurements. We can see that on ideal data it is possible to
obtain an extremely high accuracy with the gray value moments, even for very
small objects. On real data, the accuracy will necessarily be somewhat lower. It
should also be noted that the accuracy advantage of the gray value moments pri-
marily occurs for small objects. Because the gray value moments must access
every pixel within the region, whereas the region moments can be computed
solely based on the run-length representation of the region, the region moments
can be computed much faster. Hence, the gray moments are typically used only
for relatively small regions.

The only question we need to answer is how to define the fuzzy membership
value of a pixel. If we assume that the camera has a fill factor of 100% and the
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(a) (b) (c)

Figure 9.40 (a) Image of a BGA device. The two rectangles correspond to the image parts
shown in (b) and (c). The results of inspecting the balls for correct size (gray value area ≥20)
and correct gray value anisometry (≤1.25) are visualized in (b) and (c). Correct balls are
displayed as solid ellipses, while defective balls are displayed as dashed ellipses.

gray value response of the camera (and analog frame grabber, if used) is linear,
the gray value difference of a pixel from the background is proportional to the
portion of the object that is covered by the pixel. Consequently, we can define
a fuzzy membership relation as follows: every pixel that has a gray value below
the background gray value gmin has a membership value of 0. Conversely, every
pixel that has a gray value above the foreground gray value gmax has a membership
value of 1. In between, the membership values are interpolated linearly. Since this
procedure would require floating-point images, the membership is scaled to an
integer image with b bits, typically 8 bits. Consequently, the fuzzy membership
relation is a simple linear gray value scaling, as defined in Section 9.2.1. If we
scale the fuzzy membership image in this manner, the gray value area needs to
be divided by the maximum gray value, for example, 255, to obtain the true area.
The normalized and central gray value moments do not need to be modified in
this manner since they are, by definition, invariant to a scaling of the gray values.

Figure 9.40 displays a real application where the above principles are used.
In Figure 9.40a, a BGA device with solder balls is displayed, along with two
rectangles that indicate the image parts shown in Figure 9.40b,c. The image in
Figure 9.40a is first transformed into a fuzzy membership image using gmin = 40
and gmax = 120 with 8-bit resolution. The individual balls are segmented and
then inspected for correct size and shape by using the gray value area and the
gray value anisometry. The erroneous balls are displayed with dashed lines. To
aid visual interpretation, the ellipses representing the segmented balls are scaled
such that they have the same area as the gray value area. This is done because
the gray value ellipse parameters typically return an ellipse with a different area
than the gray value area, analogous to the region ellipse parameters (see the
discussion following equation (9.57) in Section 9.5.1). As can be seen, all the
balls that have an erroneous size or shape, indicating partially missing solder,
have been correctly detected.

9.5.3 Contour Features

Many of the region features we have discussed in Section 9.5.1 can be transferred
to subpixel-precise contour features in a straightforward manner. For example,
the length of the subpixel-precise contour is even easier to compute because
the contour is already represented explicitly by its control points (ri, ci), for i =
1,… , n. It is also simple to compute the smallest enclosing axis-parallel rectangle
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(the bounding box) of the contour. Furthermore, the convex hull of the contour
can be computed like for regions [31, 32]. From the convex hull, we can also derive
the smallest enclosing circles [30] and the smallest enclosing rectangles of arbi-
trary orientation [29].

In the previous two sections, we have seen that the moments are extremely
useful features. An interesting question, therefore, is whether they can be defined
for contours. In particular, it is interesting to see whether a contour has an area.
Obviously, for this to be true, the contour must enclose a region, that is, it must be
closed and must not intersect itself. To simplify the formulas, let us assume that
a closed contour is specified by (r1, c1) = (rn, cn). Let the subpixel-precise region
that the contour encloses be denoted by R. Then, the moment of order (p, q) is
defined as

mp,q = ∫ ∫
(r,c)∈R

rpcq dr dc (9.65)

Like for regions, we can define normalized and central moments. The formulas
are identical to equation (9.55) and (9.56) with the sums being replaced by inte-
grals. It can be shown that these moments can be computed solely based on the
control points of the contour [34]. For example, the area and center of gravity of
the contour are given by

a = 1
2

n∑

i=1
ri−1ci − rici−1

n1,0 = 1
6a

n∑

i=1
(ri−1ci − rici−1)(ri−1 + ri)

n0,1 = 1
6a

n∑

i=1
(ri−1ci − rici−1)(ci−1 + ci)

(9.66)

Analogous formulas can be derived for the second-order moments. Based on
them, we can again compute the ellipse parameters, major axis, minor axis, and
orientation. The formulas are identical to equations (9.57). The moment-based
contour features can be used for the same purposes as the corresponding
region and gray value features. By performing an evaluation similar to that in
Figure 9.39, it can be seen that the contour center of gravity and the ellipse
parameters are equally as accurate as the gray value center of gravity. The
accuracy of the contour area is slightly worse than that of the gray value area
because we have approximated the hyperbolic segments with line segments.
Since the true contour is a circle, the line segments always lie inside the true
circle. Nevertheless, subpixel-thresholding and the contour moments could also
have been used to detect the erroneous balls in Figure 9.40.

9.6 Morphology

In Section 9.4, we discussed how to segment regions. We have already seen that
segmentation results often contain unwanted noisy parts. Furthermore, some-
times the segmentation will contain parts in which the shape of the object we
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are interested in has been disturbed, for example, because of reflections. There-
fore, often we need to modify the shape of the segmented regions to obtain the
desired results. This is the subject of the field of mathematical morphology, which
can be defined as a theory for the analysis of spatial structures [35]. For our pur-
poses, mathematical morphology provides a set of extremely useful operations
that enable us to modify or describe the shape of objects. Morphological opera-
tions can be defined on regions and gray value images. We will discuss both types
of operations in this section.

9.6.1 RegionMorphology

All region morphology operations can be defined in terms of six very simple
operations: union, intersection, difference, complement, translation, and trans-
position. We will take a brief look at these operations first.

The union of two regions R and S is the set of points that lie in R or in S:
R ∪ S = {p ∣ p ∈ R ∨ p ∈ S} (9.67)

One important property of the union is that it is commutative: R ∪ S = S ∪ R.
Furthermore, it is associative: (R ∪ S) ∪ T = R ∪ (S ∪ T). While this may seem
like a trivial observation, it will enable us to derive very efficient implementa-
tions for the morphological operations below. The algorithm to compute the
union of two binary images is obvious: we simply need to compute the logical
OR of the two images. The runtime complexity of this algorithm obviously is
O(wh), where w and h are the width and height of the binary image. In the
run-length representation, the union can be computed with a lower complexity:
O(n + m), where n and m are the number of runs in R and S. The principle of
the algorithm is to merge the runs of the two regions while observing the order
of the runs (see Section 9.1.2) and then to pack overlapping runs into single
runs.

The intersection of two regions R and S is the set of points that lie in R and
in S:

R ∩ S = {p ∣ p ∈ R ∧ p ∈ S} (9.68)
Like the union, the intersection is commutative and associative. Again, the algo-
rithm on binary images is obvious: we compute the logical AND of the two images.
For the run-length representation, again an algorithm that has complexity O(n +
m) can be found.

The difference of two regions R and S is the set of points that lie in R but not
in S:

R\S = {p ∣ p ∈ R ∧ p ∉ S} = R ∩ S (9.69)
The difference is neither commutative nor associative. Note that it can be defined
in terms of the intersection and the complement of a region R, which is defined
as all the points that do not lie in R:

R = {p ∣ p ∉ R} (9.70)
Since the complement of a finite region is infinite, it is impossible to represent it
as a binary image. Therefore, for the representation of regions as binary images,
it is important to define the operations without the complement. It is, however,
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possible to represent it as a run-length-encoded region by adding a flag that indi-
cates whether the region or its complement is being stored. This can be used
to define a more general set of morphological operations. There is an interesting
relation between the number of connected components of the background |C(R)|
and the number of holes of the foreground |H(R)|: we have |C(R)| = 1 + |H(R)|.
As discussed in Section 9.4.2, complementary connectivities must be used for the
foreground and the background for this relation to hold.

Apart from the set operations, two basic geometric transformations are
used in morphological operations. The translation of a region by a vector t is
defined as

Rt = {p ∣ p − t ∈ R} = {q ∣ q = p + t for p ∈ R} (9.71)

Finally, the transposition of a region is defined as a mirroring about the origin:

R̆ = { − p ∣ p ∈ R} (9.72)

Note that this is the only operation where a special point (the origin) is singled
out. All the other operations do not depend on the origin of the coordinate sys-
tem, that is, they are translation-invariant.

With these building blocks, we can now take a look at the morphological oper-
ations. They typically involve two regions. One of these is the region we want to
process, which will be denoted by R in the following. The other region has a spe-
cial meaning. It is called the structuring element, and will be denoted by S. The
structuring element is the means by which we can describe the shapes we are
interested in.

The first morphological operation we consider is the Minkowski addition,
which is defined by

R ⊕ S = {r + s ∣ r ∈ R, s ∈ S} =
⋃

s∈S
Rs =

⋃

r∈R
Sr = {t ∣ R ∩ (S̆)t ≠ ∅} (9.73)

It is interesting to interpret the formulas. The first formula says that, to get the
Minkowski addition of R with S, we take every point in R and every point in S and
compute the vector sum of the points. The result of the Minkowski addition is
the set of all points thus obtained. If we single out S, this can also be interpreted
as taking all points in S, translating the region R by the vector corresponding
to the point s from S, and computing the union of all the translated regions.
Thus, we obtain the second formula. By symmetry, we can also translate S by all
points in R to obtain the third formula. Another way to look at the Minkowski
addition is the fourth formula. It tells us that we move the transposed struc-
turing element around in the plane. Whenever the translated, transposed struc-
turing element and the region have at least one point in common, we copy the
translated reference point into the output. Figure 9.41 shows an example of the
Minkowski addition.

While the Minkowski addition has a simple formula, it has one small drawback.
Its geometric criterion is that the transposed structuring element has at least one
point in common with the region. Ideally, we would like to have an operation that
returns all translated reference points for which the structuring element itself has
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R

(0,0)

S R ⊕ S

Figure 9.41 Example of the Minkowski addition R ⊕ S.

R

(0,0)

S R ⊕ S̆

Figure 9.42 Example of the dilation R ⊕ S̆.

at least one point in common with the region. To achieve this, we only need to use
the transposed structuring element in the Minkowski addition. This operation is
called a dilation, and is defined by

R ⊕ S̆ = {t ∣ R ∩ St ≠ ∅} =
⋃

s∈S
R−s (9.74)

Figure 9.42 shows an example of the dilation. Note that the results of the
Minkowski addition and dilation are different. This is true whenever the struc-
turing element is not symmetric with respect to the origin. If the structuring
element is symmetric, the results of the Minkowski addition and dilation are
identical. Be aware that this is assumed in many discussions about and imple-
mentations of the morphology. Therefore, the dilation is often defined without
the transposition, which is technically incorrect.

The implementation of the Minkowski addition for binary images is straight-
forward. As suggested by the second formula in equation (9.73), it can be imple-
mented as a nonlinear filter with logical OR operations. The runtime complex-
ity is proportional to the size of the image times the number of pixels in the
structuring element. The second factor can be reduced to roughly the number
of boundary pixels in the structuring element [15]. Also, for binary images repre-
sented with 1 bit per pixel, very efficient algorithms can be developed for special
structuring elements [36]. Nevertheless, in both cases the runtime complexity
is proportional to the number of pixels in the image. To derive an implementa-
tion for the run-length representation of the regions, we first need to examine
some algebraic properties of the Minkowski addition. It is commutative: R ⊕

S = S ⊕ R. Furthermore, it is distributive with respect to the union: (R ∪ S)⊕
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(a) (b) (c)

(d) (e) (f)

Figure 9.43 (a) Image of a print of several characters. (b) Result of thresholding (a).
(c) Connected components of (b) displayed with six different gray values. Note that the
characters and their dots are separate connected components, which is undesirable. (d) Result
of dilating the region in (b) with a circle of diameter 5. (e) Connected components of (d). Note
that each character is now a single connected component. (f ) Result of intersecting the
connected components in (e) with the original segmentation in (b). This transforms the
connected components into the correct shape.

T = R ⊕ T ∪ S ⊕ T . Since a region can be regarded as the union of its runs, we
can use the commutativity and distributivity to transform the Minkowski addi-
tion as follows:

R ⊕ S =

( n⋃

i=1
ri

)

⊕

( m⋃

j=1
sj

)

=
m⋃

j=1

(( n⋃

i=1
ri

)

⊕ sj

)

=
n⋃

i=1

m⋃

j=1
ri ⊕ sj

(9.75)

Thus, the Minkowski addition can be implemented as the union of nm dilations
of single runs, which are trivial to compute. Since the union of the runs can be
computed easily, the runtime complexity is O(mn), which is better than for binary
images.

As we have seen, the dilation and Minkowski addition enlarge the input region.
This can be used, for example, to merge separate parts of a region into a single
part, and thus to obtain the correct connected components of objects. One
example of this is shown in Figure 9.43. Here, we want to segment each character
as a separate connected component. If we compute the connected components
of the thresholded region in Figure 9.43b, we can see that the characters and their
dots are separate components (Figure 9.43c). To solve this problem, we first need
to connect the dots with their characters. This can be achieved using a dilation
with a circle of diameter 5 (Figure 9.43d). With this, the correct connected
components are obtained (Figure 9.43e). Unfortunately, they have the wrong
shape because of the dilation. This can be corrected by intersecting the compo-
nents with the originally segmented region. Figure 9.43f shows that with these
simple steps we have obtained one component with the correct shape for each
character.
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R

(0,0)

S R S

Figure 9.44 Example of the Minkowski subtraction R ⊖ S.

The dilation is also very useful for constructing ROIs based on regions that were
extracted from the image. We will see an example of this in Section 9.7.3.

The second type of morphological operation is the Minkowski subtraction. It
is defined by

R ⊖ S =
⋂

s∈S
Rs = {r ∣ ∀ s ∈ S ∶ r − s ∈ R} = {t ∣ (S̆)t ⊆ R} (9.76)

The first formula is similar to the second formula in equation (9.73) with the
union having been replaced by an intersection. Hence, we can still think about
moving the region R by all vectors s from S. However, now the points must be
contained in all translated regions (instead of at least one translated region). This
is what the second formula in equation (9.76) expresses. Finally, if we look at the
third formula, we see that we can also move the transposed structuring element
around in the plane. If it is completely contained in the region R, we add its ref-
erence point to the output. Again, note the similarity to the Minkowski addition,
where the structuring element had to have at least one point in common with the
region. For the Minkowski subtraction, it must lie completely within the region.
Figure 9.44 shows an example of the Minkowski subtraction.

The Minkowski subtraction has the same small drawback as the Minkowski
addition: its geometric criterion is that the transposed structuring element must
lie completely within the region. As for the dilation, we can use the transposed
structuring element. This operation is called an erosion and is defined by

R ⊖ S̆ =
⋂

s∈S
R−s = {t ∣ St ⊆ R} (9.77)

Figure 9.45 shows an example of the erosion. Again, note that the Minkowski sub-
traction and erosion produce identical results only if the structuring element is
symmetric with respect to the origin. Be aware that this is often silently assumed,
and the erosion is defined as a Minkowski subtraction, which is technically
incorrect.

As we have seen from the small examples, the Minkowski subtraction and
erosion shrink the input region. This can, for example, be used to separate objects
that are attached to each other. Figure 9.46 shows an example of this. Here, the
goal is to segment the individual globular objects. The result of thresholding the
image is shown in Figure 9.46b. If we compute the connected components of
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R

(0,0)

S R S̆

Figure 9.45 Example of the erosion R ⊖ S̆.

(a) (b) (c)

(d) (e) (f)

Figure 9.46 (a) Image of several globular objects. (b) Result of thresholding (a). (c) Connected
components of (b) displayed with six different gray values. Note that several objects touch
each other and hence are in the same connected component. (d) Result of eroding the region
in (b) with a circle of diameter 15. (e) Connected components of (d). Note that each object is
now a single connected component. (f ) Result of dilating the connected components in (e)
with a circle of diameter 15. This transforms the correct connected components into
approximately the correct shape.

this region, an incorrect result is obtained because several objects touch each
other (Figure 9.46c). The solution is to erode the region with a circle of diameter
15 (Figure 9.46d) before computing the connected components (Figure 9.46e).
Unfortunately, the connected components have the wrong shape. Here, we
cannot use the same strategy that we used for the dilation (intersecting the
connected components with the original segmentation) because the erosion has
shrunk the region. To approximately get the original shape back, we can dilate
the connected components with the same structuring element that we used for
the erosion (Figure 9.46f ).

We can see another use of the erosion if we remember its definition: it returns
the translated reference point of the structuring element S for every translation
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(a) (b) (c)

(d) (e) (f)

Figure 9.47 (a) Image of a print of several characters with the structuring element used for the
erosion overlaid in white. (b) Result of thresholding (a). (c) Result of the erosion of (b) with the
structuring element in (a). Note that the reference point of all letters “e” has been found. (d) A
different set of characters with the structuring element used for the erosion overlaid in white.
(e) Result of thresholding (d). (f ) Result of the erosion of (e) with the structuring element in (d).
Note that the reference point of the letter “o” has been identified correctly. In addition, the
circular parts of the letters “p” and “q” have been extracted.

for which St completely fits into the region R. Hence, the erosion acts like a
template matching operation. An example of this use of the erosion is shown in
Figure 9.47. In Figure 9.47a, we can see an image of a print of several letters, with
the structuring element used for the erosion overlaid in white. The structuring
element corresponds to the center line of the letter “e.” The reference point of the
structuring element is its center of gravity. The result of eroding the thresholded
letters (Figure 9.47b) with the structuring element is shown in Figure 9.47c.
Note that all letters “e” have been correctly identified. In Figure 9.47d–f, the
experiment is repeated with another set of letters. The structuring element is the
center line of the letter “o.” Note that the erosion correctly finds the letters “o.”
However, additionally the circular parts of the letters “p” and “q” are found, since
the structuring element completely fits into them.

An interesting property of the Minkowski addition and subtraction as well as
the dilation and erosion is that they are dual to each other with respect to the
complement operation. For the Minkowski addition and subtraction, we have

R ⊕ S = R ⊖ S and R ⊖ S = R ⊕ S (9.78)

The same identities hold for the dilation and erosion. Hence, a dilation of the
foreground is identical to an erosion of the background, and vice versa. We can
make use of the duality whenever we want to avoid computing the complement
explicitly, and hence to speed up some operations. Note that the duality holds
only if the complement can be infinite. Hence, it does not hold for binary images,
where the complemented region needs to be clipped to a certain image size.

One extremely useful application of the erosion and dilation is the calculation
of the boundary of a region. The algorithm to compute the true boundary as a
linked list of contour points is quite complicated [22]. However, an approximation
to the boundary can be computed very easily. If we want to compute the inner
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boundary, we simply need to erode the region appropriately and to subtract the
eroded region from the original region:

𝜕R = R\(R ⊖ S) (9.79)

By duality, the outer boundary (the inner boundary of the background) can be
computed with a dilation:

𝜕R = (R ⊕ S)\R (9.80)

To get a suitable boundary, the structuring element S must be chosen appropri-
ately. If we want to obtain an 8-connected boundary, we must use the structuring
element S8 in Figure 9.48. If we want a 4-connected boundary, we must use S4.

Figure 9.49 displays an example of the computation of the inner boundary of a
region. A small part of the input region is shown in Figure 9.49a. The boundary
of the region computed by equation (9.79) with S8 is shown in Figure 9.49b, while
the result with S4 is shown in Figure 9.49c. Note that the boundary is only approx-
imately 8- or 4-connected. For example, in the 8-connected boundary there are
occasional 4-connected pixels. Finally, the boundary of the region as computed
by an algorithm that traces around the boundary of the region and links the
boundary points into contours is shown in Figure 9.49d. Note that this is the true
boundary of the region. Also note that, since only part of the region is displayed,
there is no boundary at the bottom of the displayed part.

As we have seen, the erosion can be used as a template matching operation.
However, sometimes it is not selective enough and returns too many matches.
The reason for this is that the erosion does not take into account the background.
For this reason, an operation that explicitly models the background is needed.
This operation is called the hit-or-miss transform. Since the foreground and back-
ground should be taken into account, it uses a structuring element that consists
of two parts: S = (Sf

, Sb) with Sf ∩ Sb = ∅. With this, the hit-or-miss transform is
defined as

R ⊗ S = (R ⊖ S̆f ) ∩ (R ⊖ S̆b) = (R ⊖ S̆f )\(R ⊕ S̆b) (9.81)

S8 S4

Figure 9.48 Structuring elements for computing the
boundary of a region with 8-connectivity (S8) and
4-connectivity (S4).

(a) (b) (c) (d)

Figure 9.49 (a) Detail of a larger region. (b) The 8-connected boundary of (a) computed by
equation (9.79). (c) The 4-connected boundary of (a). (d) Linked contour of the boundary of (a).
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(a) (b) (c)

Figure 9.50 (a) Image of a print of several characters. (b) The structuring element used for the
hit-or-miss transform. The black part is the foreground structuring element and the light gray
part is the background structuring element. (c) Result of the hit-or-miss transform of the
thresholded image (see Figure 9.47e) with the structuring element in (b). Note that only the
reference point of the letter “o” has been identified, in contrast to the erosion (see Figure 9.47f ).

Hence, the hit-or-miss transform returns those translated reference points for
which the foreground structuring element Sf completely lies within the fore-
ground and the background structuring element Sb completely lies within the
background. The second equation is especially useful from an implementation
point of view since it avoids having to compute the complement. The hit-or-miss
transform is dual to itself if the foreground and background structuring elements
are exchanged: R ⊗ S = R ⊗ S′, where S′ = (Sb

, Sf ).
Figure 9.50 shows the same image as Figure 9.47d. The goal here is to match

only the letters “o” in the image. To do so, we can define a structuring element
that crosses the vertical strokes of the letters “p” and “q” (and also “b” and “d”).
One possible structuring element for this purpose is shown in Figure 9.50b. With
the hit-or-miss transform, we are able to remove the found matches for the letters
“p” and “q” from the result, as can be seen from Figure 9.50c.

We now turn our attention to operations in which the basic operations we
have discussed so far are executed in succession. The first such operation is the
opening:

R⚬ S = (R ⊖ S̆)⊕ S =
⋃

St⊆R
St (9.82)

Hence, the opening is an erosion followed by a Minkowski addition with the same
structuring element. The second equation tells us that we can visualize the open-
ing by moving the structuring element around the plane. Whenever the struc-
turing element completely lies within the region, we add the entire translated
structuring element to the output region (and not just the translated reference
point as in the erosion). The opening’s definition causes the location of the refer-
ence point to cancel out, which can be seen from the second equation. Therefore,
the opening is translation-invariant with respect to the structuring element. In
contrast to the erosion and dilation, the opening is idempotent, that is, applying
it multiple times has the same effect as applying it once: (R⚬ S)⚬ S = R⚬ S.

Like the erosion, the opening can be used as a template matching operation. In
contrast to the erosion and hit-or-miss transform, it returns all points of the input
region into which the structuring element fits. Hence it preserves the shape of the
object to find. An example of this is shown in Figure 9.51, where the same input
images and structuring elements as in Figure 9.47 are used. Note that the opening
has found the same instances of the structuring elements as the erosion but has



570 9 Machine Vision Algorithms

(a) (b)

Figure 9.51 (a) Result of applying an opening with the structuring element in Figure 9.47a to
the segmented region in Figure 9.47b. (b) Result of applying an opening with the structuring
element in Figure 9.47d to the segmented region in Figure 9.47e. The result of the opening is
overlaid in light gray onto the input region, displayed in black. Note that the opening finds the
same instances of the structuring elements as the erosion but preserves the shape of the
matched structuring elements.

preserved the shape of the matched structuring elements. Hence, in this example
it also finds the letters “p” and “q.” To find only the letters “o,” we could combine
the hit-or-miss transformation with a Minkowski addition to get a hit-or-miss
opening: R ⊙ S = (R ⊗ S)⊕ Sf .

Another very useful property of the opening results if structuring elements like
circles or rectangles are used. If an opening with these structuring elements is
performed, parts of the region that are smaller than the structuring element are
removed from the region. This can be used to remove unwanted appendages from
the region and to smooth the boundary of the region by removing small protru-
sions. Furthermore, small bridges between object parts can be removed, which
can be used to separate objects. Finally, the opening can be used to suppress small
objects. Figure 9.52 shows an example of using the opening to remove unwanted
appendages and small objects from the segmentation. In Figure 9.52a, an image
of a ball-bonded die is shown. The goal is to segment the balls on the pads. If the

(a)

(b)

(c)

Figure 9.52 (a) Image of a
ball-bonded die. The goal is to
segment the balls. (b) Result of
thresholding (a). The
segmentation includes the wires
that are bonded to the pads. (c)
Result of performing an opening
with a circle of diameter 31. The
wires and the other extraneous
segmentation results have been
removed by the opening, and
only the balls remain.
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image is thresholded (Figure 9.52b), the wires that are attached to the balls are
also extracted. Furthermore, there are extraneous small objects in the segmenta-
tion. By performing an opening with a circle of diameter 31, the wires and small
objects are removed, and only smooth region parts that correspond to the balls
are retained.

The second interesting operation in which the basic morphological operations
are executed in succession is the closing:

R • S = (R ⊕ S̆)⊖ S =
⋃

St⊆R

St (9.83)

Hence, the closing is a dilation followed by a Minkowski subtraction with the
same structuring element. There is, unfortunately, no simple formula that tells
us how the closing can be visualized. The second formula is actually defined by
the duality of the opening and the closing, namely a closing on the foreground is
identical to an opening on the background, and vice versa:

R • S = R⚬ S and R⚬ S = R • S (9.84)
Like the opening, the closing is translation-invariant with respect to the structur-
ing element. Furthermore, it is also idempotent.

Since the closing is dual to the opening, it can be used to merge objects that are
separated by gaps that are smaller than the structuring element. If structuring
elements like circles or rectangles are used, the closing can be used to close holes
and to remove indentations that are smaller than the structuring element. The
second property enables us to smooth the boundary of the region.

Figure 9.53 shows how the closing can be used to remove indentations in a
region. In Figure 9.53a, a molded plastic part with a protrusion is shown. The
goal is to detect the protrusion because it is a production error. Since the actual
object is circular, if the entire part were visible, the protrusion could be detected
by performing an opening with a circle that is almost as large as the object and
then subtracting the opened region from the original segmentation. However,
only a part of the object is visible, so the erosion in the opening would create
artifacts or remove the object entirely. Therefore, by duality we can pursue the
opposite approach: we can segment the background and perform a closing on
it. Figure 9.53b shows the result of thresholding the background. The protru-
sion is now an indentation in the background. The result of performing a closing
with a circle of diameter 801 is shown in Figure 9.53c. The diameter of the cir-
cle was set to 801 because it is large enough to completely fill the indentation
and to recover the circular shape of the object. If much smaller circles were used,
for example, with a diameter of 401, the indentation would not be filled com-
pletely. To detect the error itself, we can compute the difference between the
closing and the original segmentation. To remove some noisy pixels that result
because the boundary of the original segmentation is not as smooth as the closed
region, the difference can be postprocessed with an opening, for example, with a
5 × 5 rectangle, to remove the noisy pixels. The resulting error region is shown in
Figure 9.53d.

The operations we have discussed so far have been mostly concerned with the
region as a 2D object. The only exception has been the calculation of the boundary
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(a) (b)

(c) (d)

Figure 9.53 (a) Image of size 768 × 576 showing a molded plastic part with a protrusion.
(b) Result of thresholding the background of (a). (c) Result of a closing on (b) with a circle
of diameter 801. Note that the protrusion (the indentation in the background) has
been filled in and the circular shape of the plastic part has been recovered. (d) Result of
computing the difference between (c) and (b) and performing an opening with a 5 × 5
rectangle on the difference to remove small parts. The result is the erroneous protrusion
of the mold.

of a region, which reduces a region to its 1D outline, and hence gives a more
condensed description of the region. If the objects are mostly linear, that is, are
regions that have a much greater length than width, a more salient description
of the object would be obtained if we could somehow capture its one-pixel-wide
center line. This center line is called the skeleton or medial axis of the region.
Several definitions of a skeleton can be given [35]. One intuitive definition can
be obtained if we imagine that we try to fit circles that are as large as possible
into the region. More precisely, a circle C is maximal in the region R if there
is no other circle in R that is a superset of C. The skeleton then is defined as
the set of the centers of the maximal circles. Consequently, a point on the skele-
ton has at least two different points on the boundary of the region to which it
has the same shortest distance. Algorithms to compute the skeleton are given in
[35, 37]. They basically can be regarded as sequential hit-or-miss transforms that
find points on the boundary of the region that cannot belong to the skeleton and
delete them. The goal of the skeletonization is to preserve the homotopy of the
region, that is, the number of connected components and holes. One set of struc-
turing elements for computing an 8-connected skeleton is shown in Figure 9.54
[35]. These structuring elements are used sequentially in all four possible ori-
entations to find pixels with the hit-or-miss transform that can be deleted from
the region. The iteration is continued until no changes occur. It should be noted
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Figure 9.54 Structuring elements for computing an
8-connected skeleton of a region. These structuring
elements are used sequentially in all four possible
orientations to find pixels that can be deleted.

(a) (b) (c) (d)

Figure 9.55 (a) Image showing a part of a PCB with several tracks. (b) Result of thresholding
(a). (c) The 8-connected skeleton computed with an algorithm that uses the structuring
elements in Figure 9.54 [35]. (d) Result of computing the skeleton with an algorithm that
produces fewer skeleton branches [38].

that skeletonization is an example of an algorithm that can be implemented more
efficiently on binary images than on the run-length representation.

Figure 9.55a shows a part of an image of a PCB with several tracks. The image
is thresholded (Figure 9.55b), and the skeleton of the thresholded region is com-
puted with the above algorithm (Figure 9.55c). Note that the skeleton contains
several undesirable branches on the upper two tracks. For this reason, many dif-
ferent skeletonization algorithms have been proposed. One algorithm that pro-
duces relatively few unwanted branches is described in [38]. The result of this
algorithm is shown in Figure 9.55d. Note that there are no undesirable branches
in this case.

The final region morphology operation that we will discuss is the distance
transform, which returns an image instead of a region. This image contains,
for each point in the region R, the shortest distance to a point outside the
region (i.e., to R). Consequently, all points on the inner boundary of the region
have a distance of 1. Typically, the distance of the other points is obtained by
considering paths that must be contained in the pixel grid. Thus, the chosen
connectivity defines which paths are allowed. If the 4-connectivity is used, the
corresponding distance is called the city-block distance. Let (r1, c1) and (r2, c2)
be two points. Then the city-block distance is given by

d4 = |r2 − r1| + |c2 − c1| (9.85)
Figure 9.56a shows the city-block distance between two points. In the example,
the city-block distance is 5. On the other hand, if 8-connectivity is used, the

Figure 9.56 (a) City-block
distance between two points.
(b) Chessboard distance. (c)
Euclidean distance.

(a) (b) (c)
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corresponding distance is called the chessboard distance. It is given by

d8 = max{|r2 − r1|, |c2 − c1|} (9.86)

In the example in Figure 9.56b, the chessboard distance between the two points
is 3. Both these distances are approximations to the Euclidean distance, given by

de =
√
(r2 − r1)2 + (c2 − c1)2 (9.87)

For the example in Figure 9.56c, the Euclidean distance is
√

13.
Algorithms to compute the distance transform are described in [39]. They

work by initializing the distance image outside the region with 0 and within
the region with a suitably chosen maximum distance, that is, 2b − 1, where b
is the number of bits in the distance image, for example, 216 − 1. Then, two
sequential line-by-line scans through the image are performed, one from the
top left to the bottom right corner, and the second in the opposite direction. In
each case, a small mask is placed at the current pixel, and the minimum over
the elements in the mask of the already computed distances plus the elements
in the mask is computed. The two masks are shown in Figure 9.57. If d1 = 1
and d2 = ∞ are used (i.e., d2 is ignored), the city-block distance is computed. For
d1 = 1 and d2 = 1, the chessboard distance results. Interestingly, if d1 = 3 and
d2 = 4 is used and the distance image is divided by 3, a very good approximation
to the Euclidean distance results, which can be computed solely with integer
operations. This distance is called the chamfer-3− 4 distance [39]. With slight
modifications, the true Euclidean distance can be computed [40]. The principle
is to compute the number of horizontal and vertical steps to reach the boundary
using masks similar to the ones in Figure 9.57, and then to compute the Euclidean
distance from the number of steps.

The skeleton and the distance transform can be combined to compute the width
of linear objects very efficiently. In Figure 9.58a, a PCB with tracks that have sev-
eral errors is shown. The protrusions on the tracks are called spurs, while the
indentations are called mouse bites [41]. They are deviations from the correct
track width. Figure 9.58b shows the result of computing the distance transform
with the chamfer-3− 4 distance on the segmented tracks. The errors are clearly
visible in the distance transform. To extract the width of the tracks, we need to
calculate the skeleton of the segmented tracks (Figure 9.58c). If the skeleton is
used as the ROI for the distance image, each point on the skeleton will have the
corresponding distance to the border of the track. Since the skeleton is the center
line of the track, this distance is the width of the track. Hence, to detect errors,
we simply need to threshold the distance image within the skeleton. Note that in
this example it is extremely useful that we have defined that images can have an

d2 d1 d2

d1 0

d1

d2 d1 d2

0

Figure 9.57 Masks used in the two sequential scans to compute the distance transform. The
left mask is used in the left-to-right, top-to-bottom scan. The right mask is used in the scan in
the opposite direction.
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(a) (b)

(c) (d)

Figure 9.58 (a) Image showing a part of a PCB with several tracks that have spurs and mouse
bites. (b) Distance transform of the result of thresholding (a). The distance image is visualized
inverted (dark gray values correspond to large distances). (c) Skeleton of the segmented
region. (d) Result of extracting too narrow or too wide parts of the tracks by using (c) as the
ROI for (b) and thresholding the distances. The errors are visualized by drawing circles at the
centers of gravity of the connected components of the error region.

arbitrary ROI. Figure 9.58d shows the result of drawing circles at the centers of
gravity of the connected components of the error region. All major errors have
been detected correctly.

9.6.2 Gray ValueMorphology

Because morphological operations are very versatile and useful, the question of
whether they can be extended to gray value images arises quite naturally. This
can indeed be done. In analogy to the region morphology, let g(r, c) denote the
image that should be processed, and let s(r, c) be an image with ROI S. Like in the
region morphology, the image s is called the structuring element. The gray value
Minkowski addition is then defined as

g ⊕ s = (g ⊕ s)r,c = max
(i,j)∈S

{gr−i,c−j + si,j} (9.88)

This is a natural generalization because the Minkowski addition for regions is
obtained as a special case if the characteristic function of the region is used as
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the gray value image. If, additionally, an image with gray value 0 within the ROI
S is used as the structuring element, the Minkowski addition becomes

g ⊕ s = max
(i,j)∈S

{gr−i,c−j} (9.89)

For characteristic functions, the maximum operation corresponds to the union.
Furthermore, gr−i,c−j corresponds to the translation of the image by the vector
(i, j). Hence, equation (9.89) is equivalent to the second formula in equation (9.73).

Like in the region morphology, the dilation can be obtained by transposing the
structuring element. This results in the following definition:

g ⊕ s̆ = (g ⊕ s̆)r,c = max
(i,j)∈S

{gr+i,c+j + si,j} (9.90)

The typical choice for the structuring element in the gray value morphology
is the flat structuring element that was already used previously: s(r, c) = 0 for
(r, c) ∈ S. With this, the gray value dilation has a similar effect as the region dila-
tion: it enlarges the foreground, that is, parts in the image that are brighter than
their surroundings, and shrinks the background, that is, parts in the image that
are darker than their surroundings. Hence, it can be used to connect disjoint parts
of a bright object in the gray value image. This is sometimes useful if the object
cannot be segmented easily using region operations alone. Conversely, the dila-
tion can be used to split dark objects.

The Minkowski subtraction for gray value images is given by

g ⊖ s = (g ⊖ s)r,c = min
(i,j)∈S

{gr−i,c−j − si,j} (9.91)

As above, by transposing the structuring element we obtain the gray value
erosion:

g ⊖ s̆ = (g ⊖ s̆)r,c = min
(i,j)∈S

{gr+i,c+j − si,j} (9.92)

Like the region erosion, the gray value erosion shrinks the foreground and
enlarges the background. Hence, the erosion can be used to split touching bright
objects and to connect disjoint dark objects. In fact, the dilation and erosion,
as well as the Minkowski addition and subtraction, are dual to each other, like
for regions. For the duality, we need to define what the complement of an image
should be. If the images are stored with b bits, the natural definition for the com-
plement operation is gr,c = 2b − 1 − gr,c. With this, it can be easily shown that the
erosion and dilation are dual:

g ⊕ s = g ⊖ s and g ⊖ s = g ⊕ s (9.93)

Therefore, all the properties that hold for one operation for bright objects hold
for the other operation for dark objects, and vice versa.

Note that the dilation and erosion can also be regarded as two special rank
filters (see Section 9.2.3) if flat structuring elements are used. They select the min-
imum and maximum gray values within the domain of the structuring element,
which can be regarded as the filter mask. Therefore, the dilation and erosion are
sometimes referred to as the maximum and minimum filters (or max and min
filters).
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Efficient algorithms to compute the dilation and erosion are given in [15]. Their
runtime complexity is O(whn), where w and h are the dimensions of the image,
while n is roughly the number of points on the boundary of the domain of the
structuring element for flat structuring elements. For rectangular structuring ele-
ments, algorithms with a runtime complexity of O(wh), that is, with a constant
number of operations per pixel, can be found [42]. This is similar to the recursive
implementation of a linear filter.

With these building blocks, we can define a gray value opening like for regions
as an erosion followed by a Minkowski addition: that is

g ⚬ s = (g ⊖ s̆)⊕ s (9.94)

and the closing as a dilation followed by a Minkowski subtraction: that is

g • s = (g ⊕ s̆)⊖ s (9.95)

The gray value opening and closing have properties similar to those of their
region counterparts. In particular, with the above definition of the complement
for images, they are dual to each other:

g ⚬ s = g • s and g • s = g ⚬ s (9.96)

Like the region operations, they can be used to fill in small holes or, by duality, to
remove small objects. Furthermore, they can be used to join or separate objects
and to smooth the inner and outer boundaries of objects in the gray value image.

Figure 9.59 shows how the gray value opening and closing can be used to detect
errors in the tracks on a PCB. We have already seen in Figure 9.58 that some of
these errors can be detected by looking at the width of the tracks with the dis-
tance transform and the skeleton. This technique is very useful because it enables
us to detect relatively large areas with errors. However, small errors are harder to
detect with this technique because the distance transform and skeleton are only
pixel-precise, and consequently the width of the track can be determined reli-
ably with a precision of only two pixels. Smaller errors can be detected more
reliably with the gray value morphology. Figure 9.59a shows a part of a PCB
with several tracks that have spurs, mouse bites, pinholes, spurious copper, and
open and short circuits [41]. The results of performing a gray value opening and
closing with an octagon of diameter 11 are shown in Figure 9.59b,c. Because of
the horizontal, vertical, and diagonal layout of the tracks, using an octagon as the
structuring element is preferable. It can be seen that the opening smooths out the
spurs, while the closing smooths out the mouse bites. Furthermore, the short cir-
cuit and spurious copper are removed by the opening, while the pinhole and open
circuit are removed by the closing. To detect these errors, we can require that the
opened and closed images should not differ too much. If there were no errors,
the differences would solely be caused by the texture on the tracks. Since the gray
values of the opened image are always smaller than those of the closed image, we
can use the dynamic threshold operation for bright objects (Equation (9.46)) to
perform the required segmentation. Every pixel that has a gray value difference
greater than gdiff can be considered as an error. Figure 9.59d shows the result of
segmenting the errors using a dynamic threshold gdiff = 60. This detects all the
errors on the board.
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(a) (b)

(c) (d)

Figure 9.59 (a) Image showing a part of a PCB with several tracks that have spurs, mouse
bites, pinholes, spurious copper, and open and short circuits. (b) Result of performing a gray
value opening with an octagon of diameter 11 on (a). (c) Result of performing a gray value
closing with an octagon of diameter 11 on (a). (d) Result of segmenting the errors in (a) by
using a dynamic threshold operation with the images of (b) and (c).

We conclude this section with an operator that computes the range of gray
values that occur within the structuring element. This can be obtained easily by
calculating the difference between the dilation and erosion:

g ⋄ s = (g ⊕ s̆) − (g ⊖ s̆) (9.97)

Since this operator produces results similar to those of a gradient filter (see
Section 9.7), it is sometimes called the morphological gradient.

Figure 9.60 shows how the gray range operator can be used to segment punched
serial numbers. Because of the scratches, texture, and illumination, it is difficult
to segment the characters in Figure 9.60a directly. In particular, the scratch next
to the upper left part of the “2” cannot be separated from the “2” without split-
ting several of the other numbers. The result of computing the gray range within
a 9 × 9 rectangle is shown in Figure 9.60b. With this, it is easy to segment the
numbers (Figure 9.60c) and to separate them from other segmentation results
(Figure 9.60d).
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(a) (b)

(c) (d)

Figure 9.60 (a) Image showing a punched serial number. Because of the scratches, texture,
and illumination, it is difficult to segment the characters directly. (b) Result of computing the
gray range within a 9 × 9 rectangle. (c) Result of thresholding (b). (d) Result of computing the
connected components of (c) and selecting the characters based on their size.

9.7 Edge Extraction

In Section 9.4, we discussed several segmentation algorithms. They have in com-
mon that they are based on thresholding the image, with either pixel or subpixel
accuracy. It is possible to achieve very good accuracies with these approaches, as
we saw in Section 9.5. However, in most cases the accuracy of the measurements
that we can derive from the segmentation result critically depends on choosing
the correct threshold for the segmentation. If the threshold is chosen incorrectly,
the extracted objects typically become larger or smaller because of the smooth
transition from the foreground to the background gray value. This problem is
especially grave if the illumination can change, since in this case the adaptation
of the thresholds to the changed illumination must be very accurate. Therefore,
a segmentation algorithm that is robust with respect to illumination changes is
extremely desirable. From the above discussion, we see that the boundary of the
segmented region or subpixel-precise contour moves if the illumination changes
or the thresholds are chosen inappropriately. Therefore, the goal of a robust seg-
mentation algorithm must be to find the boundary of the objects as robustly and
accurately as possible. The best way to describe the boundaries of the objects
robustly is by regarding them as edges in the image. Therefore, in this section we
will examine methods to extract edges.

9.7.1 Definition of Edges in One and Two Dimensions

To derive an edge extraction algorithm, we need to define what edges actually
are. For the moment, let us make the simplifying assumption that the gray values
in the object and in the background are constant. In particular, we assume that
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Figure 9.61 (a) Image of a back-lit workpiece with a horizontal line that indicates the location
of the idealized gray value profile in (b).
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Figure 9.62 (a) First derivative f ′(x) of the ideal gray value profile in Figure 9.61b. (b) Second
derivative f ′(x).

the image contains no noise. Furthermore, let us assume that the image is not dis-
cretized, that is, it is continuous. To illustrate this, Figure 9.61b shows an idealized
gray value profile across the part of a workpiece that is indicated in Figure 9.61a.

From the above example, we can see that edges are areas in the image in which
the gray values change significantly. To formalize this, let us regard the image
for the moment as a 1D function f (x). From elementary calculus we know that
the gray values change significantly if the first derivative of f (x) differs signif-
icantly from 0, that is, | f ′(x)| ≫ 0. Unfortunately, this alone is insufficient to
define a unique edge location because there are typically many connected points
for which this condition is true since the transition between the background and
foreground gray values is smooth. This can be seen in Figure 9.62a, where the first
derivative f ′(x) of the ideal gray value profile in Figure 9.61b is displayed. Note,
for example, that there is an extended range of points for which | f ′(x)| ≥ 20.
Therefore, to obtain a unique edge position, we must additionally require that
the absolute value of the first derivative | f ′(x)| is locally maximal. This is called
non-maximum suppression.

From elementary calculus we know that, at the points where | f ′(x)| is locally
maximal, the second derivative vanishes: f ′′(x) = 0. Hence, edges are given by
the locations of inflection points of f (x). To remove flat inflection points, we
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would additionally have to require that f ′(x)f ′′(x) < 0. However, this restriction is
seldom observed. Therefore, in one dimension, an alternative and equivalent def-
inition to the maxima of the absolute value of the first derivative is to define edges
as the locations of the zero-crossings of the second derivative. Figure 9.62b dis-
plays the second derivative f ′′(x) = 0 of the ideal gray value profile in Figure 9.61b.
Clearly, the zero-crossings are in the same positions as the maxima of the absolute
value of the first derivative in Figure 9.62a.

From Figure 9.62a, we can also see that in one dimension we can easily associate
a polarity with an edge based on the sign of f ′(x). We speak of a positive edge if
f ′(x) > 0 and of a negative edge if f ′(x) < 0.

We now turn to edges in continuous 2D images. Here, the edge itself is a curve
s(t) = (r(t), c(t)), which is parameterized by a parameter t, for example, its arc
length. At each point of the edge curve, the gray value profile perpendicular to
the curve is a 1D edge profile. With this, we can adapt the first 1D edge definition
above for the 2D case: we define an edge as the points in the image where the
directional derivative in the direction perpendicular to the edge is locally maxi-
mal. From differential geometry, we know that the direction n(t) perpendicular
to the edge curve s(t) is given by n(t) = s′(t)⊥ ∥ s′′(t). Unfortunately, the edge def-
inition seemingly requires us to know the edge position s(t) already to obtain the
direction perpendicular to the edge, and hence looks like a circular definition.
Fortunately, the direction n(t) perpendicular to the edge can be determined easily
from the image itself. It is given by the gradient vector of the image, which points
in the direction of steepest ascent of the image function f (r, c). The gradient of
the image is given by the vector of its first partial derivatives:

∇f = ∇f (r, c) =
(
𝜕f (r, c)
𝜕r

,

𝜕f (r, c)
𝜕c

)

= ( fr, fc) (9.98)

In the last equation, we have used a subscript to denote the partial derivative with
respect to the subscripted variable. We will use this convention throughout this
section. The Euclidean length

∥∇f ∥2 =
√

f 2
r + f 2

c (9.99)

of the gradient vector is the equivalent of the absolute value of the first deriva-
tive | f ′(x)| in one dimension. We will also call the length of the gradient vector
its magnitude. It is also often called the amplitude. The gradient direction is, of
course, directly given by the gradient vector. We can also convert it to an angle by
calculating 𝜙 = − arctan( fr∕fc). Note that 𝜙 increases in the mathematically pos-
itive direction (counterclockwise), starting at the column axis. This is the usual
convention. With the above definitions, we can define edges in two dimensions
as the points in the image where the gradient magnitude is locally maximal in the
direction of the gradient. To illustrate this definition, Figure 9.63a shows a plot
of the gray values of an idealized corner. The corresponding gradient magnitude
is shown in Figure 9.63b. The edges are the points at the top of the ridge in the
gradient magnitude.

In one dimension, we have seen that the second edge definition (the
zero-crossings of the second derivative) is equivalent to the first definition.
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Figure 9.63 (a) Image of an idealized corner, for example, one of the corners at the bottom of
the workpiece in Figure 9.61a. (b) Gradient magnitude of (a). (c) Laplacian of (a). (d)
Comparison of the edges that result from the two definitions in two dimensions.

Therefore, it is natural to ask whether this definition can be adapted for the 2D
case. Unfortunately, there is no direct equivalent for the second derivative in
two dimensions, since there are three partial derivatives of order two. A suitable
definition for the second derivative in two dimensions is the Laplacian operator
(Laplacian for short), defined by

Δf = Δf (r, c) =
𝜕

2f (r, c)
𝜕r2 +

𝜕
2f (r, c)
𝜕c2 = frr + fcc (9.100)

With this, the edges can be defined as the zero-crossings of the Laplacian:
Δf (r, c) = 0. Figure 9.63c shows the Laplacian of the idealized corner in
Figure 9.63a. The results of the two edge definitions are shown in Figure 9.63d.
It can be seen that, unlike for the 1D edges, the two definitions do not result
in the same edge positions. The edge positions are identical only for straight
edges. Whenever the edge is significantly curved, the two definitions return
different results. It can be seen that the definition via the maxima of the gradient
magnitude always lies inside the ideal corner, whereas the definition via the
zero-crossings of the Laplacian always lies outside the corner and passes directly
through the ideal corner. The Laplacian edge also is in a different position
from the true edge for a larger part of the edge. Therefore, in two dimensions
the definition via the maxima of the gradient magnitude is usually preferred.
However, in some applications the fact that the Laplacian edge passes through
the corner can be used to measure objects with sharp corners more accurately.
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9.7.2 1D Edge Extraction

We now turn our attention to edges in real images, which are discrete and con-
tain noise. In this section, we will discuss how to extract edges from 1D gray
value profiles. This is a very useful operation that is used frequently in machine
vision applications because it is extremely fast. It is typically used to determine
the position or diameter of an object.

The first problem we have to address is how to compute the derivatives of the
discrete 1D gray value profile. Our first idea might be to use the differences of
consecutive gray values on the profile: f ′i = fi − fi−1. Unfortunately, this definition
is not symmetric. It would compute the derivative at the “half-pixel” positions
fi−(1∕2). A symmetric way to compute the first derivative is given by

f ′i = 1
2
( fi+1 − fi−1) (9.101)

This formula is obtained by fitting a parabola through three consecutive points of
the profile and computing the derivative of the parabola at the center point. The
parabola is uniquely defined by the three points. With the same mechanism, we
can also derive a formula for the second derivative:

f ′′i = 1
2
( fi+1 − 2fi + fi−1) (9.102)

Note that the above methods to compute the first and second derivatives are lin-
ear filters, and hence can be regarded as the following two convolution masks:

1
2
⋅ (1 0 −1) and 1

2
⋅ (1 −2 1) (9.103)

Note that the −1 is the last element in the first derivative mask because the ele-
ments of the mask are mirrored in the convolution (see equation (9.18)).

Figure 9.64a displays the true gray value profile taken from the horizontal line
in the image in Figure 9.61a. Its first derivative, computed with equation (9.101),
is shown in Figure 9.64b. We can see that the noise in the image causes a very
large number of local maxima in the absolute value of the first derivative, and
consequently also a large number of zero-crossings in the second derivative. The
salient edges can easily be selected by thresholding the absolute value of the
first derivative: |f ′i | ≥ t. For the second derivative, the edges cannot be selected
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Figure 9.64 (a) Gray value profile taken from the horizontal line in the image in Figure 9.61a.
(b) First derivative f ′i of the gray value profile.
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as easily. In fact, we have to resort to calculating the first derivative as well
to be able to select the relevant edges. Hence, the edge definition via the first
derivative is preferable because it can be done with one filter operation instead
of two, and consequently the edges can be extracted much faster.

The gray value profile in Figure 9.64a already contains relatively little noise.
Nevertheless, in most cases it is desirable to suppress the noise even further. If
the object we are measuring has straight edges in the part in which we are per-
forming the measurement, we can use the gray values perpendicular to the line
along which we are extracting the gray value profile and average them in a suitable
manner. The simplest way to do this is to compute the mean of the gray values
perpendicular to the line. If, for example, the line along which we are extract-
ing the gray value profile is horizontal, we can calculate the mean in the vertical
direction as follows:

fi =
1

2m + 1

m∑

j=−m
fr+j,c+i (9.104)

This acts like a mean filter in one direction. Hence, the noise variance is reduced
by a factor of 2m + 1. Of course, we could also use a 1D Gaussian filter to average
the gray values. However, since this would require larger filter masks for the same
noise reduction, and consequently would lead to longer execution times, in this
case the mean filter is preferable.

If the line along which we want to extract the gray value profile is horizontal or
vertical, the calculation of the profile is simple. If we want to extract the profile
from inclined lines or from circles or ellipses, the computation is slightly more
difficult. To enable meaningful measurements for distances, we must sample the
line with a fixed distance, typically one pixel. Then, we need to generate lines per-
pendicular to the curve along which we want to extract the profile. This procedure
is shown for an inclined line in Figure 9.65. Because of this, the points from which
we must extract the gray values typically do not lie on pixel centers. Therefore,
we will have to interpolate them. This can be done with the techniques discussed
in Section 9.3.3, that is, with nearest-neighbor or bilinear interpolation.

Figure 9.66 shows a gray value profile and its first derivative obtained by verti-
cally averaging the gray values along the line shown in Figure 9.61a. The size of
the 1D mean filter was 21 pixels in this case. If we compare this with Figure 9.64,
which shows the profile obtained from the same line without averaging, we can
see that the noise in the profile has been reduced significantly. Because of this,
the salient edges are even easier to select than without the averaging.

Figure 9.65 Creation of the gray value profile from an inclined line.
The line is shown by the heavy solid line. The circles indicate the points
that are used to compute the profile. Note that they do not lie on the
pixel centers. The direction in which the 1D mean is computed is
shown by the dashed lines.



9.7 Edge Extraction 585

20

40

60

80

100

120

140

160

180

0 20 40 60 80 100 120 140
(a)

–50

–40

–30

–20

–10

0

10

20

30

40

50

0 20 40 60 80 100 120 140
(b)

Figure 9.66 (a) Gray value profile taken from the horizontal line in the image in Figure 9.61a
and averaged vertically over 21 pixels. (b) First derivative f ′i of the gray value profile.
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Figure 9.67 (a) Image of a relay with a horizontal line that indicates the location of the gray
value profile. (b) First derivative of the gray value profile without averaging. (c) First derivative
of the gray value profile with vertical averaging over 21 pixels.

Unfortunately, the averaging perpendicular to the curve along which the
gray value profile is extracted is sometimes insufficient to smooth the profiles
enough to enable us to extract the relevant edges easily. One example is shown
in Figure 9.67. Here, the object to be measured has a significant amount of
texture, which is not as random as noise and consequently does not average out
completely. Note that, on the right side of the profile, there is a negative edge with
an amplitude almost as large as the edges we want to extract. Another reason
for the noise not to cancel out completely may be that we cannot choose the
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size of the averaging large enough, for example, because the object’s boundary
is curved.

To solve these problems, we must smooth the gray value profile itself to sup-
press the noise even further. This is done by convolving the profile with a smooth-
ing filter: fs = f ∗ h. We can then extract the edges from the smoothed profile via
its first derivative. This would involve two convolutions: one for the smoothing
filter, and the other for the derivative filter. Fortunately, the convolution has a
very interesting property that we can use to save one convolution. The deriva-
tive of the smoothed function is identical to the convolution of the function with
the derivative of the smoothing filter: ( f ∗ h)′ = f ∗ h′. We can regard h′ as an
edge filter.

Like for the smoothing filters, the natural question to ask is which edge filter is
optimal. This problem was addressed by Canny [43]. He proposed three criteria
that an edge detector should fulfill. First of all, it should have a good detection
quality, that is, it should have a low probability of falsely detecting an edge point
and also a low probability of erroneously missing an edge point. This criterion
can be formalized as maximizing the signal-to-noise ratio of the output of the
edge filter. Second, the edge detector should have good localization quality, that
is, the extracted edges should be as close as possible to the true edges. This can
be formalized by minimizing the variance of the extracted edge positions. Finally,
the edge detector should return only a single edge for each true edge, that is, it
should avoid multiple responses. This criterion can be formalized by maximizing
the distance between the extracted edge positions. Canny then combined these
three criteria into one optimization criterion and solved it using the calculus of
variations. To do so, he assumed that the edge filter has a finite extent (mask
size). Since adapting the filter to a particular mask size involves solving a relatively
complex optimization problem, Canny looked for a simple filter that could be
written in closed form. He found that the optimal edge filter can be approximated
very well with the first derivative of the Gaussian filter:

g′
𝜎
(x) = −x

√
2𝜋 𝜎3

e−x2∕(2𝜎2) (9.105)

One drawback of using the true derivative of the Gaussian filter is that the edge
amplitudes become progressively smaller as 𝜎 is increased. Ideally, the edge filter
should return the true edge amplitude independent of the smoothing. To achieve
this for an idealized step edge, the output of the filter must be multiplied with√

2𝜋 𝜎.
Note that the optimal smoothing filter would be the integral of the optimal edge

filter, that is, the Gaussian smoothing filter. It is interesting to note that, like the
criteria in Section 9.2.3, Canny’s formulation indicates that the Gaussian filter is
the optimal smoothing filter.

Since the Gaussian filter and its derivatives cannot be implemented recursively
(see Section 9.2.3), Deriche used Canny’s approach to find optimal edge filters
that can be implemented recursively [44]. He derived the following two filters:

d′
𝛼
(x) = −𝛼2x e−𝛼|x|

e′
𝛼
(x) = −2𝛼 sin(𝛼x) e−𝛼|x|

(9.106)
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The corresponding smoothing filters are

d
𝛼
(x) = 1

4
𝛼(𝛼|x| + 1) e−𝛼|x|

e
𝛼
(x) = 1

2
𝛼[sin(𝛼|x|) + cos(𝛼|x|)] e−𝛼|x|

(9.107)

Note that, in contrast to the Gaussian filter, where larger values for 𝜎 indicate
more smoothing, in the Deriche filters smaller values for 𝛼 indicate more smooth-
ing. The Gaussian filter has similar effects to the first Deriche filter for 𝜎 =

√
𝜋∕𝛼.

For the second Deriche filter, the relation is 𝜎 =
√
𝜋∕(2𝛼). Note that the Deriche

filters are significantly different from the Canny filter. This can also be seen from
Figure 9.68, which compares the Canny and Deriche smoothing and edge filters
with equivalent filter parameters.

Figure 9.69 shows the result of using the Canny edge detector with 𝜎 = 1.5 to
compute the smoothed first derivative of the gray value profile in Figure 9.67a.
Like in Figure 9.67c, the profile was obtained by averaging over 21 pixels vertically.
Note that the amplitude of the unwanted edge on the right side of the profile
has been reduced significantly. This enables us to select the salient edges more
easily.

To extract the edge position, we need to perform the non-maximum suppres-
sion. If we are only interested in the edge positions with pixel accuracy, we can
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Figure 9.68 Comparison of the Canny and Deriche filters. (a) Smoothing filters. (b) Edge filters.

Figure 9.69 Result of applying the Canny
edge filter with 𝜎 = 1.5 to the gray value
profile in Figure 9.67a with vertical averaging
over 21 pixels.
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Figure 9.70 Principle of extracting edge points
with subpixel accuracy. The local maximum of
the edge amplitude is detected. Then, a
parabola is fitted through the three points
around the maximum. The maximum of the
parabola is the subpixel-accurate edge location.
The edge amplitude was taken from the right
edge in Figure 9.69.

proceed as follows. Let the output of the edge filter be denoted by ei = | f ∗ h′|i,
where h′ denotes one of the above edge filters. Then, the local maxima of the edge
amplitude are given by the points for which ei > ei−1 ∧ ei > ei+1 ∧ ei ≥ t, where t
is the threshold to select the relevant edges.

Unfortunately, extracting the edges with pixel accuracy is often not accurate
enough. To extract edges with subpixel accuracy, we can note that around
the maximum the edge amplitude can be approximated well with a parabola.
Figure 9.70 illustrates this by showing a zoomed part of the edge amplitude
around the right edge in Figure 9.69. If we fit a parabola through three points
around the maximum edge amplitude and calculate the maximum of the
parabola, we can obtain the edge position with subpixel accuracy. If an ideal
camera system is assumed, this algorithm is as accurate as the precision with
which the floating-point numbers are stored in the computer [45].

We conclude the discussion of the 1D edge extraction by showing the results
of edge extraction on the two examples we have used so far. Figure 9.71a shows
the edges that have been extracted along the line shown in Figure 9.61a with the
Canny filter with 𝜎 = 1.0. From the two zoomed parts around the extracted edge

(a) (b)

Figure 9.71 (a) Result of extracting 1D edges along the line shown in Figure 9.61a. The two
small images show a zoomed part around the edge positions. In this case, they both lie very
close to the pixel centers. The distance between the two edges is 60.95 pixels. (b) Result of
extracting 1D edges along the line shown in Figure 9.67a. Note that the left edge, shown in
detail in the upper right image, is almost exactly in the middle between two pixel centers. The
distance between the two edges is 125.37 pixels.
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positions, we can see that, by coincidence, both edges lie very close to the pixel
centers. Figure 9.71b displays the result of extracting edges along the line shown
in Figure 9.67a with the Canny filter with 𝜎 = 1.5. In this case, the left edge is
almost exactly in the middle of two pixel centers. Hence, we can see that the
algorithm is successful in extracting the edges with subpixel precision.

9.7.3 2D Edge Extraction

As discussed in Section 9.7.1, there are two possible definitions for edges in two
dimensions, which are not equivalent. Like in the 1D case, the selection of salient
edges will require us to perform a thresholding based on the gradient magnitude.
Therefore, the definition via the zero-crossings of the Laplacian requires us to
compute more partial derivatives than the definition via the maxima of the gradi-
ent magnitude. Consequently, we will concentrate on the maxima of the gradient
magnitude for the 2D case. We will add some comments on the zero-crossings of
the Laplacian at the end of this section.

As in the 1D case, the first question we need to answer is how to compute
the partial derivatives of the image that are required to calculate the gradient.
Similar to equation (9.101), we could use finite differences to calculate the partial
derivatives. In two dimensions, they would be

fr;i,j =
1
2
( fi+1,j − fi−1,j) and fc;i,j =

1
2
( fi,j+1 − fi,j−1) (9.108)

However, as we have seen previously, typically the image must be smoothed to
obtain good results. For time-critical applications, the filter masks should be as
small as possible, that is, 3 × 3. All 3 × 3 edge filters can be brought into the fol-
lowing form by scaling the coefficients appropriately (note that the filter masks
are mirrored in the convolution):

⎛
⎜
⎜
⎝

1 0 −1
a 0 −a
1 0 −1

⎞
⎟
⎟
⎠

⎛
⎜
⎜
⎝

1 a 1
0 0 0

−1 −a −1

⎞
⎟
⎟
⎠

(9.109)

If we use a = 1, we obtain the Prewitt filter. Note that it performs as a mean filter
perpendicular to the derivative direction. For a =

√
2, the Frei filter is obtained,

and for a = 2 we obtain the Sobel filter, which performs an approximation to a
Gaussian smoothing perpendicular to the derivative direction. Of the above three
filters, the Sobel filter returns the best results because it uses the best smoothing
filter.

Ando [46] has proposed a 3 × 3 edge filter that tries to minimize the arti-
facts that invariably are obtained with small filter masks. In our notation, his
filter would correspond to a = 2.435 101. Unfortunately, like the Frei filter, it
requires floating-point calculations, which makes it unattractive for time-critical
applications.

The 3 × 3 edge filters are primarily used to quickly find edges with mod-
erate accuracy in images of relatively good quality. Since speed is important
and the calculation of the gradient magnitude via the Euclidean length (the
2-norm) of the gradient vector ( ∥∇f ∥2 =

√
f 2
r + f 2

c ) requires an expensive
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square root calculation, the gradient magnitude is typically computed by one
of the following norms: the 1-norm ∥∇f ∥1 = | fr| + | fc| or the maximum norm
∥∇f ∥∞ = max(| fr|, | fc|). Note that the first norm corresponds to the city-block
distance in the distance transform, while the second norm corresponds to
the chessboard distance (see Section 9.6.1). Furthermore, the non-maximum
suppression also is relatively expensive and is often omitted. Instead, the gradient
magnitude is simply thresholded. Because this results in edges that are wider
than one pixel, the thresholded edge regions are skeletonized. Note that this
implicitly assumes that the edges are symmetric.

Figure 9.72 shows an example where this simple approach works quite well
because the image is of good quality. Figure 9.72a displays the edge amplitude
around the leftmost hole of the workpiece in Figure 9.61a computed with the
Sobel filter and the 1-norm. The edge amplitude is thresholded (Figure 9.72b) and
the skeleton of the resulting region is computed (Figure 9.72c). Since the assump-
tion that the edges are symmetric is fulfilled in this example, the resulting edges
are in the correct location.

This approach fails to produce good results on the more difficult image of the
relay in Figure 9.67a. As can be seen from Figure 9.73a, the texture on the relay
causes many areas with high gradient magnitude, which are also present in the
segmentation (Figure 9.73b) and the skeleton (Figure 9.73c). Another interesting
thing to note is that the vertical edge at the right corner of the top edge of the
relay is quite blurred and asymmetric. This produces holes in the segmented edge
region, which are exacerbated by the skeletonization.

(a) (b) (c)

Figure 9.72 (a) Edge amplitude around the leftmost hole of the workpiece in Figure 9.61a
computed with the Sobel filter and the 1-norm. (b) Thresholded edge region. (c) Skeleton
of (b).

(a) (b) (c)

Figure 9.73 (a) Edge amplitude around the top part of the relay in Figure 9.67a computed
with the Sobel filter and the 1-norm. (b) Thresholded edge region. (c) Skeleton of (b).
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Because the 3 × 3 filters are not robust against noise and other disturbances, for
example, textures, we need to adapt the approach to optimal 1D edge extraction
described in the previous section to the 2D case. In two dimensions, we can
derive the optimal edge filters by calculating the partial derivatives of the optimal
smoothing filters, since the properties of the convolution again allow us to move
the derivative calculation into the filter. Consequently, Canny’s optimal edge fil-
ters in two dimensions are given by the partial derivatives of the Gaussian filter.
Because the Gaussian filter is separable, so are its derivatives:

gr =
√

2𝜋𝜎g′
𝜎
(r)g

𝜎
(c) and gc =

√
2𝜋𝜎g

𝜎
(r)g′

𝜎
(c) (9.110)

(see the discussion following equation (9.105) for the factors of
√

2𝜋𝜎). To adapt
the Deriche filters to the 2D case, the separability of the filters is postulated.
Hence, the optimal 2D Deriche filters are given by d′

𝛼
(r)d

𝛼
(c) and d

𝛼
(r)d′

𝛼
(c) for

the first Deriche filter, and by e′
𝛼
(r)e

𝛼
(c) and e

𝛼
(r)e′

𝛼
(c) for the second Deriche filter

(see equation (9.106)).
The advantage of the Canny filter is that it is isotropic, that is, rotation-invariant

(see Section 9.2.3). Its disadvantage is that it cannot be implemented recursively.
Therefore, the execution time depends on the amount of smoothing specified
by 𝜎. The Deriche filters, on the other hand, can be implemented recursively, and
hence their runtime is independent of the smoothing parameter 𝛼. However, they
are anisotropic, that is, the edge amplitude they calculate depends on the angle
of the edge in the image. This is undesirable because it makes the selection of the
relevant edges harder. Lanser has shown that the anisotropy of the Deriche filters
can be corrected [47]. We will refer to the isotropic versions of the Deriche filters
as the Lanser filters.

Figure 9.74 displays the result of computing the edge amplitude with the second
Lanser filter with 𝛼 = 0.5. Compared to the the Sobel filter, the Lanser filter was
able to suppress the noise and texture significantly better. This can be seen from
the edge amplitude image (Figure 9.74a) as well as the thresholded edge region
(Figure 9.74b). Note, however, that the edge region still contains a hole for the
vertical edge that starts at the right corner of the topmost edge of the relay. This
happens because the edge amplitude only has been thresholded and the impor-
tant step of the non-maximum suppression has been omitted to compare the
results of the Sobel and Lanser filters.

As we saw in the above examples, thresholding the edge amplitude and then
skeletonizing the region sometimes does not yield the desired results. To obtain

(a) (b) (c)

Figure 9.74 (a) Edge amplitude around the top part of the relay in Figure 9.67a computed
with the second Lanser filter with 𝛼 = 0.5. (b) Thresholded edge region. (c) Skeleton of (b).
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Angle 15° Angle 35°

Figure 9.75 Examples of the pixels that
are examined in the non-maximum
suppression for different gradient
directions.

(a) (b) (c)

Figure 9.76 (a) Result of applying the non-maximum suppression to the edge amplitude
image in Figure 9.74a. (b) Thresholded edge region. (c) Skeleton of (b).

the correct edge locations, we must perform the non-maximum suppression (see
Section 9.7.1). In the 2D case, this can be done by examining the two neighbor-
ing pixels that lie closest to the gradient direction. Conceptually, we can think of
transforming the gradient vector into an angle. Then, we divide the angle range
into eight sectors. Figure 9.75 shows two examples of this. Unfortunately, with
this approach, diagonal edges often are still two pixels wide. Consequently, the
output of the non-maximum suppression must still be skeletonized.

Figure 9.76 shows the result of applying the non-maximum suppression to
the edge amplitude image in Figure 9.74a. From the thresholded edge region in
Figure 9.76b, it can be seen that the edges are now in the correct locations. In
particular, the incorrect hole in Figure 9.74 is no longer present. We can also
see that the few diagonal edges are sometimes two pixels wide. Therefore, their
skeleton is computed and displayed in Figure 9.76c.

Up to now, we have been using simple thresholding to select the salient edges.
This works well as long as the edges we are interested in have roughly the same
contrast or have a contrast that is significantly different from the contrast of
noise, texture, or other irrelevant objects in the image. In many applications,
however, we face the problem that, if we select the threshold so high that only the
relevant edges are selected, they are often fragmented. If, on the other hand, we
set the threshold so low that the edges we are interested in are not fragmented,
we end up with many irrelevant edges. These two situations are illustrated
in Figure 9.77a,b. A solution to this problem was proposed by Canny [43].
He devised a special thresholding algorithm for segmenting edges: hysteresis
thresholding. Instead of a single threshold, it uses two thresholds. Points with an
edge amplitude greater than the higher threshold are immediately accepted as
safe edge points. Points with an edge amplitude smaller than the lower threshold
are immediately rejected. Points with an edge amplitude between the two
thresholds are accepted only if they are connected to safe edge points via a path
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(b)(a) (c)

Figure 9.77 (a) Result of thresholding the edge amplitude for the entire relay image in
Figure 9.67a with a threshold of 60. This causes many irrelevant texture edges to be selected.
(b) Result of thresholding the edge amplitude with a threshold of 140. This selects only the
relevant edges. However, they are severely fragmented and incomplete. (c) Result of hysteresis
thresholding with a low threshold of 60 and a high threshold of 140. Only the relevant edges
are selected, and they are complete.

in which all points have an edge amplitude above the lower threshold. We can
also think of this operation as first selecting the edge points with an amplitude
above the upper threshold, and then extending the edges as far as possible
while remaining above the lower threshold. Figure 9.77c shows that hysteresis
thresholding enables us to select only the relevant edges without fragmenting
them or missing edge points.

Like in the 1D case, the pixel-accurate edges we have extracted so far are often
not accurate enough. We can use a similar approach as for 1D edges to extract
edges with subpixel accuracy: we can fit a 2D polynomial to the edge amplitude
and extract its maximum in the direction of the gradient vector [45, 48]. The fit-
ting of the polynomial can be done with convolutions with special filter masks
(the so-called facet model masks) [22, 49]. To illustrate this, Figure 9.78a shows a
7 × 7 part of an edge amplitude image. The fitted 2D polynomial obtained from
the central 3 × 3 amplitudes is shown in Figure 9.78b, along with an arrow that
indicates the gradient direction. Furthermore, contour lines of the polynomial
are shown. They indicate that the edge point is offset by approximately a quarter
of a pixel in the direction of the arrow.
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Figure 9.78 (a) A 7 × 7 part of an edge amplitude image. (b) Fitted 2D polynomial obtained
from the central 3 × 3 amplitudes in (a). The arrow indicates the gradient direction. The
contour lines in the plot indicate that the edge point is offset by approximately a quarter of a
pixel in the direction of the arrow.
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The above procedure gives us one subpixel-accurate edge point per non-
maximum suppressed pixel. These individual edge points must be linked into
subpixel-precise contours. This can be done by repeatedly selecting the first
unprocessed edge point to start the contour and then successively finding
adjacent edge points until the contour closes, reaches the image border, or
reaches an intersection point.

Figure 9.79 illustrates the subpixel edge extraction along with a very useful
strategy to increase the processing speed. The image in Figure 9.79a is the same
workpiece as in Figure 9.61a. Because the subpixel edge extraction is relatively
costly, we want to reduce the search space as much as possible. Since the work-
piece is back-lit, we can threshold it easily (Figure 9.79b). If we calculate the inner
boundary of the region with equation (9.79), the resulting points are close to the
edge points we want to extract. We only need to dilate the boundary slightly, for
example, with a circle of diameter 5 (Figure 9.79c), to obtain an ROI for the edge
extraction. Note that the ROI is only a small fraction of the entire image. Con-
sequently, the edge extraction can be done an order of magnitude faster than in
the entire image, without any loss of information. The resulting subpixel-accurate
edges are shown in Figure 9.79d for the part of the image indicated by the rect-
angle in Figure 9.79a. Note how well they capture the shape of the hole.

(a) (b)

(c) (d)

Figure 9.79 (a) Image of the workpiece in Figure 9.61a with a rectangle that indicates the
image part shown in (d). (b) Thresholded workpiece. (c) Dilation of the boundary of (b) with a
circle of diameter 5. This is used as the ROI for the subpixel edge extraction. (d)
Subpixel-accurate edges of the workpiece extracted with the Canny filter with 𝜎 = 1.



9.7 Edge Extraction 595

Figure 9.80 Comparison of the subpixel-accurate edges extracted via the maxima of the
gradient magnitude in the gradient direction (dashed lines) and the edges extracted via the
subpixel-accurate zero-crossings of the Laplacian. In both cases, a Gaussian filter with 𝜎 = 1
was used. Note that, since the Laplacian edges must follow the corners, they are much more
curved than the gradient magnitude edges.

We conclude this section with a look at the second edge definition via the zero
crossings of the Laplacian. Since the zero-crossings are just a special threshold,
we can use the subpixel-precise thresholding operation, defined in Section 9.4.3,
to extract edges with subpixel accuracy. To make this as efficient as possible, we
must first compute the edge amplitude in the entire ROI of the image. Then, we
threshold the edge amplitude and use the resulting region as the ROI for the com-
putation of the Laplacian and for the subpixel-precise thresholding. The resulting
edges for two parts of the workpiece image are compared to the gradient magni-
tude edge in Figure 9.80. Note that, since the Laplacian edges must follow the
corners, they are much more curved than the gradient magnitude edges, and
hence are more difficult to process further. This is another reason why the edge
definition via the gradient magnitude is usually preferred.

Despite the above arguments, the property that the Laplacian edge exactly
passes through corners in the image can be used advantageously in some
applications. Figure 9.81a shows an image of a bolt for which the depth of the
thread must be measured. Figure 9.81b–d display the results of extracting the
border of the bolt with subpixel-precise thresholding, the gradient magnitude

(a) (b) (c) (d)

Figure 9.81 (a) Image of a bolt for which the depth of the thread must be measured. (b) Result
of performing a subpixel-precise thresholding operation. (c) Result of extracting the gradient
magnitude edges with a Canny filter with 𝜎 = 0.7. (d) Result of extracting the Laplacian edges
with a Gaussian filter with 𝜎 = 0.7. Note that for this application the Laplacian edges return the
most suitable result.
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edges with a Canny filter with 𝜎 = 0.7, and the Laplacian edges with a Gaussian
filter with 𝜎 = 0.7. Note that in this case the most suitable results are obtained
with the Laplacian edges.

9.7.4 Accuracy of Edges

In the previous two sections, we have seen that edges can be extracted
with subpixel resolution. We have used the terms “subpixel-accurate” and
“subpixel-precise” to describe these extraction mechanisms without actually
justifying the use of the words “accurate” and “precise.” Therefore, in this section
we will examine whether the edges we can extract are actually subpixel-accurate
and subpixel-precise.

Since the words “accuracy” and “precision” are often confused or used inter-
changeably, let us first define what we mean by them. By precision, we denote
how close on average an extracted value is to its mean value [50, 51]. Hence, preci-
sion measures how repeatably we can extract the value. By accuracy, on the other
hand, we denote how close on average the extracted value is to its true value [50,
51]. Note that the precision does not tell us anything about the accuracy of the
extracted value. The measurements could, for example, be offset by a systematic
bias, but still be very precise. Conversely, the accuracy does not necessarily tell
us how precise the extracted value is. The measurement could be quite accurate,
but not very repeatable. Figure 9.82 shows the different situations that can occur.
Also note that accuracy and precision are statements about the average distri-
bution of the extracted values. From a single value, we cannot tell whether the
measurements are accurate or precise.

If we adopt a statistical point of view, the extracted values can be regarded as
random variables. With this, the precision of the values is given by the variance
of the values: V [x] = 𝜎

2
x . If the extracted values are precise, they have a small

variance. On the other hand, the accuracy can be described by the difference of
the expected value E[x] from the true value T : |E[x] − T|. Since we typically do
not know anything about the true probability distribution of the extracted values,
and consequently cannot determine E[x] and V [x], we must estimate them with
the empirical mean and variance of the extracted values.

(a) (b) (c) (d)

Figure 9.82 Comparison of accuracy and precision. The center of the circles indicates the true
value of the feature. The dots indicate the outcome of the measurements of the feature. (a)
Accurate and precise. (b) Accurate but not precise. (c) Not accurate but precise. (d) Neither
accurate nor precise.
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The accuracy and precision of edges is analyzed extensively in [45, 52]. The
precision of ideal step edges extracted with the Canny filter can be derived ana-
lytically. If we denote the true edge amplitude by a and the noise variance in
the image by 𝜎

2
n , it can be shown that the variance of the edge positions 𝜎

2
e is

given by

𝜎
2
e = 3

8
𝜎

2
n

a2 (9.111)

Even though this result was derived analytically for continuous images, it also
holds in the discrete case. This result has also been verified empirically in [45,
52]. Note that it is quite intuitive: the larger the noise in the image, the less
precisely the edges can be located; furthermore, the larger the edge amplitude,
the higher is the precision of the edges. Note also that, possibly contrary to
our intuition, increasing the smoothing does not increase the precision. This
happens because the noise reduction achieved by the larger smoothing cancels
out exactly with the weaker edge amplitude that results from the smoothing.
From equation (9.111), we can see that the Canny filter is subpixel-precise
(𝜎e ≤ 1∕2) if the signal-to-noise ratio a2∕𝜎2

n ≥ 3∕2. This can, of course, be easily
achieved in practice. Consequently, we see that we were justified in calling the
Canny filter subpixel-precise.

The same derivation can also be performed for the Deriche and Lanser filters.
For continuous images, the following variances result:

𝜎
2
e = 5

64
𝜎

2
n

a2 and 𝜎
2
e = 3

16
𝜎

2
n

a2 (9.112)

Note that the Deriche and Lanser filters are more precise than the Canny fil-
ter. Like for the Canny filter, the smoothing parameter 𝛼 has no influence on the
precision. In the discrete case, this is, unfortunately, no longer true because of
the discretization of the filter. Here, less smoothing (larger values of 𝛼) leads to
slightly worse precision than predicted by equation (9.112). However, for prac-
tical purposes, we can assume that the smoothing for all the edge filters that we
have discussed has no influence on the precision of the edges. Consequently, if we
want to control the precision of the edges, we must maximize the signal-to-noise
ratio by using proper lighting and cameras. Furthermore, if analog cameras are
used, the frame grabber should have a high signal-to-noise ratio and a line jitter
that is as small as possible.

For ideal step edges, it is also easy to convince oneself that the expected position
of the edge under noise corresponds to its true position. This happens because
both the ideal step edge and the above filters are symmetric with respect to the
true edge positions. Therefore, the edges that are extracted from noisy, ideal step
edges must be distributed symmetrically around the true edge position. Conse-
quently, their mean value is the true edge position. This is also verified empirically
for the Canny filter in [45, 52]. Of course, it can also be verified for the Deriche
and Lanser filters.

While it is easy to show that edges are very accurate for ideal step edges, we
must also perform experiments on real images to test the accuracy on real data.
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This is important because some of the assumptions that are used in the edge
extraction algorithms may not hold in practice. Because these assumptions are
seldom stated explicitly, we should examine them carefully here. Let us focus on
straight edges because, as we have seen from the discussion in Section 9.7.1, espe-
cially Figure 9.63, sharply curved edges will necessarily lie in incorrect positions.
See also [53] for a thorough discussion on the positional errors of the Laplacian
edge detector for ideal corners of two straight edges with varying angles. Because
we concentrate on straight edges, we can reduce the edge detection to the 1D
case, which is simpler to analyze. From Section 9.7.1, we know that 1D edges are
given by the inflection points of the gray value profiles. This implicitly assumes
that the gray value profile and, consequently, its derivatives are symmetric with
respect to the true edge. Furthermore, to obtain subpixel positions, the edge
detection implicitly assumes that the gray values at the edge change smoothly
and continuously as the edge moves in subpixel increments through a pixel. For
example, if an edge covers 25% of a pixel, we would assume that the gray value in
the pixel is a mixture of 25% of the foreground gray value and 75% of the back-
ground gray value. We will see whether these assumptions hold in real images.

To test the accuracy of the edge extraction on real images, it is instructive to
repeat the experiments in [45, 52] with a different camera. In [45, 52], a print of
an edge is mounted on an xy-stage and shifted in 50 μm increments, which cor-
responds to approximately 1/10 of a pixel, for a total of 1mm. The goals are to
determine whether the shifts of 1/10 of a pixel can be detected reliably and to
obtain information about the absolute accuracy of the edges. Figure 9.83a shows
an image used in this experiment. We are not going to repeat the test to see
whether the subpixel shifts can be detected reliably here. The 1/10 pixel shifts
can be detected with a very high confidence (more than 99.99 999%). What is
more interesting is to look at the absolute accuracy. Since we do not know the
true edge position, we must get an estimate for it. Because the edge was shifted
in linear increments in the test images, such an estimate can be obtained by fit-
ting a straight line through the extracted edge positions and subtracting the line
from the measured edge positions.

Figure 9.83b displays the result of extracting the edge in Figure 9.83a along
a horizontal line with the Canny filter with 𝜎 = 1. The edge position error is
shown in Figure 9.83c. We can see that there are errors of up to ≈ 1∕22 pixel.
What causes these errors? As we discussed previously, for ideal cameras no error
occurs, so one of the assumptions must be violated. In this case, the assump-
tion that is violated is that the gray value is a mixture of the foreground and
background gray values that is proportional to the area of the pixel covered by
the object. This happens because the camera did not have a fill factor of 100%,
that is, the light-sensitive area of a pixel on the sensor was much smaller than
the total area of the pixel. Consider what happens when the edge moves across
the pixel and the image is perfectly focused. In the light-sensitive area of the
pixel, the gray value changes as expected when the edge moves across the pixel
because the sensor integrates the incoming light. However, when the edge enters
the light-insensitive area, the gray value no longer changes [54]. Consequently,
the edge does not move in the image. In the real image, the focus is not perfect.
Hence, the light is spread slightly over adjacent sensor elements. Therefore, the
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Figure 9.83 (a) Edge image used in the accuracy experiment. (b) Edge position extracted
along a horizontal line in the image with the Canny filter. The edge position is given in pixels as
a function of the true shift in millimeters. (c) Error of the edge positions obtained by fitting a
line through the edge positions in (b) and subtracting the line from (b). (d) Comparison of the
errors obtained with the Canny and second Deriche filters.

edges do not jump as they would in a perfectly focused image but shift continu-
ously. Nevertheless, the poor fill factor causes errors in the edge positions. This
can be seen very clearly from Figure 9.83c. Recall that the shift of 50 μm corre-
sponds to 1/10 of a pixel. Consequently, the entire shift of 1mm corresponds to
two pixels. This is why we see a sine wave with two periods in Figure 9.83c. Each
period corresponds exactly to one pixel. That these effects are caused by the fill
factor can also be seen if the lens is defocused. In this case, the light is spread
over more sensor elements. This helps to create an artificially increased fill factor,
which causes smaller errors.

From the above discussion, it would appear that the edge position can be
extracted with an accuracy of 1/22 of a pixel. To check whether this is true, let
us repeat the experiment with the second Deriche filter. Figure 9.83d shows
the result of extracting the edges with 𝛼 = 1 and computing the errors with the
line fitted through the Canny edge positions. The last part is done to make the
errors comparable. We can see, surprisingly, that the Deriche edge positions are
systematically shifted in one direction. Does this mean that the Deriche filter is
less accurate than the Canny filter? Of course, it does not, since on ideal data
both filters return the same result. It shows that another assumption must be
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Figure 9.84 Result of applying a nonlinear gray value response curve to an ideal symmetric
edge profile. The ideal edge profile is shown in the upper left graph and the nonlinear
response in the bottom graph. The upper right graph shows the modified gray value profile
along with the edge positions on the profiles. Note that the edge position is affected
substantially by the nonlinear response.

violated. In this case, it is the assumption that the edge profile is symmetric with
respect to the true edge position. This is the only reason why the two filters,
which are symmetric themselves, can return different results.

There are many reasons why edge profiles may become asymmetric. One rea-
son is that the gray value responses of the camera (and analog frame grabber,
if used) are nonlinear. Figure 9.84 illustrates that an originally symmetric edge
profile becomes asymmetric by a nonlinear gray value response function. It can
be seen that the edge position accuracy is severely degraded by the nonlinear
response. To correct the nonlinear response of the camera, it must be calibrated
radiometrically with the methods described in Section 9.2.2.

Unfortunately, even if the camera has a linear response or is calibrated radio-
metrically, other factors may cause the edge profiles to become asymmetric. In
particular, lens aberrations like coma, astigmatism, and chromatic aberrations
may cause asymmetric profiles (see Section 4.5.3). Since lens aberrations cannot
be corrected easily with image processing algorithms, they should be as small as
possible.

While all the error sources discussed above influence the edge accuracy, we
have so far neglected the largest source of errors. If the camera is not calibrated
geometrically, extracting edges with subpixel accuracy is pointless because the
lens distortions alone are sufficient to render any subpixel position meaningless.
Let us, for example, assume that the lens has a distortion that is smaller than 1% in
the entire field of view. At the corners of the image, this means that the edges are
offset by four pixels for a 640 × 480 image. We can see that extracting edges with
subpixel accuracy is an exercise in futility if the lens distortions are not corrected,
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(a) (b)

Figure 9.85 (a) Image of a calibration target. (b) Extracted subpixel-accurate edges (solid
lines) and edges after the correction of the lens distortions (dashed lines). Note that the lens
distortions cause an error of approximately three pixels.

even for this relatively small distortion. This is illustrated in Figure 9.85, where the
result of correcting the lens distortions after calibrating the camera as described
in Section 9.9 is shown. Note that, despite the fact that the application used a
very high quality lens, the lens distortions cause an error of approximately three
pixels.

Another detrimental influence on the accuracy of the extracted edges is caused
by the perspective distortions in the image. They happen whenever we cannot
mount the camera perpendicular to the objects we want to measure. Figure 9.86a
shows the result of extracting the 1D edges along the ruler markings on a caliper.
Because of the severe perspective distortions, the distances between the ruler
markings vary greatly throughout the image. If the camera is calibrated, that is, its
interior orientation and the exterior orientation of the plane in which the objects
to measure lie have been determined with the approach described in Section 9.9,
the measurements in the image can be converted into measurements in world
coordinates in the plane determined by the calibration. This is done by intersect-
ing the optical ray that corresponds to each edge point in the image with the plane
in the world. Figure 9.86b displays the results of converting the measurements in
Figure 9.86a into millimeters with this approach. Note that the measurements are
extremely accurate even in the presence of severe perspective distortions.

From the above discussion, we can see that extracting edges with subpixel accu-
racy relies on careful selection of the hardware components. First of all, the gray
value response of the camera (and analog frame grabber, if used) should be lin-
ear. To ensure this, the camera should be calibrated radiometrically. Furthermore,
lenses with very small aberrations (such as coma and astigmatism) should be cho-
sen. Furthermore, monochromatic light should be used to avoid the effects of
chromatic aberrations. In addition, the fill factor of the camera should be as large
as possible to avoid the effects of “blind spots.” Finally, the camera should be cal-
ibrated geometrically to obtain meaningful results. All these requirements for
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Figure 9.86 Result of extracting 1D edges along the ruler markings on a caliper. (a) Pixel
distances between the markings. (b) Distances converted to world units using camera
calibration.

the hardware components are, of course, also valid for other subpixel algorithms,
for example, the subpixel-precise thresholding (see Section 9.4.3), the gray value
moments (see Section 9.5.2), and the contour features (see Section 9.5.3).

9.8 Segmentation and Fitting of Geometric Primitives

In Sections 9.4 and 9.7, we have seen how to segment images by thresholding and
edge extraction. In both cases, the boundary of objects either is returned explic-
itly or can be derived by some postprocessing (see Section 9.6.1). Therefore, for
the purposes of this section, we can assume that the result of the segmentation
is a contour with the points of the boundary, which may be subpixel-accurate.
This approach often creates an enormous amount of data. For example, the
subpixel-accurate edge of the hole in the workpiece in Figure 9.79d contains
172 contour points. However, we are typically not interested in such a large
amount of information. For example, in the application in Figure 9.79d, we would
probably be content with knowing the position and radius of the hole, which can
be described with just three parameters. Therefore, in this section we will discuss
methods to fit geometric primitives to contour data. We will only examine the
most relevant geometric primitives: lines, circles, and ellipses. Furthermore,
we will examine how contours can be segmented automatically into parts that
correspond to the geometric primitives. This will enable us to substantially
reduce the amount of data that needs to be processed, while also providing us
with a symbolic description of the data. Furthermore, the fitting of the geometric
primitives will enable us to reduce the influence of incorrectly or inaccurately
extracted points (the so-called outliers). We will start by examining the fitting
of the geometric primitives in Sections 9.8.1–9.8.3. In each case, we will assume
that the contour or part of the contour we are examining corresponds to the
primitive we are trying to fit, that is, we are assuming that the segmentation into
the different primitives has already been performed. The segmentation itself will
be discussed in Section 9.8.4.
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9.8.1 Fitting Lines

If we want to fit lines, we first need to think about the representation of lines. In
images, lines can occur in any orientation. Therefore, we have to use a represen-
tation that enables us to represent all lines. For example, the common represen-
tation y = mx + b does not allow us to do this. One representation that can be
used is the Hessian normal form of the line, given by

𝛼r + 𝛽c + 𝛾 = 0 (9.113)

This is actually an over-parameterization, since the parameters (𝛼, 𝛽, 𝛾) are
homogeneous [20, 21]. Therefore, they are defined only up to a scale factor. The
scale factor in the Hessian normal form is fixed by requiring that 𝛼2 + 𝛽

2 = 1.
This has the advantage that the distance of a point to the line can simply be
obtained by substituting its coordinates into equation (9.113).

To fit a line through a set of points (ri, ci), i = 1,… , n, we can minimize the sum
of the squared distances of the points to the line:

𝜀
2 =

n∑

i=1
(𝛼ri + 𝛽ci + 𝛾)2 (9.114)

While this is correct in principle, it does not work in practice, because we
can achieve a zero error if we select 𝛼 = 𝛽 = 𝛾 = 0. This is caused by the
over-parameterization of the line. Therefore, we must add the constraint
𝛼

2 + 𝛽
2 = 1 as a Lagrange multiplier, and hence must minimize the following

error:

𝜀
2 =

n∑

i=1
(𝛼ri + 𝛽ci + 𝛾)2 − 𝜆(𝛼2 + 𝛽

2 − 1)n (9.115)

The solution to this optimization problem is derived in [22]. It can be shown that
(𝛼, 𝛽) is the eigenvector corresponding to the smaller eigenvalue of the following
matrix:

(
𝜇2,0 𝜇1,1

𝜇1,1 𝜇0,2

)

(9.116)

With this, 𝛾 is given by 𝛾 = −(𝛼n1,0 + 𝛽n0,1). Here, 𝜇2,0, 𝜇1,1, and 𝜇0,2 are the
second-order central moments of the point set (ri, ci), while n1,0 and n0,1 are
the normalized first-order moments (the center of gravity) of the point set. If
we replace the area a of a region with the number n of points and sum over
the points in the point set instead of the points in the region, the formulas to
compute these moments are identical to the region moments of equations (9.55)
and 9.56 in Section 9.5.1. It is interesting to note that the vector (𝛼, 𝛽) thus
obtained, which is the normal vector of the line, is the minor axis that would be
obtained from the ellipse parameters of the point set. Consequently, the major
axis of the ellipse is the direction of the line. This is a very interesting connection
between the ellipse parameters and the line fitting, because the results were
derived using different approaches and models.

Figure 9.87b illustrates the line-fitting procedure for an oblique edge of the
workpiece shown in Figure 9.87a. Note that, by fitting the line, we were able
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(a) (b)

Figure 9.87 (a) Image of a workpiece with the part shown in (b) indicated by the white
rectangle. (b) Extracted edge within a region around the inclined edge of the workpiece
(dashed line) and straight line fitted to the edge (solid line).

(a) (b)

Figure 9.88 (a) Image of a relay with the part shown in (b) indicated by the light gray
rectangle. (b) Extracted edge within a region around the vertical edge of the relay (dashed
line) and straight line fitted to the edge (solid line). To provide a better visibility of the edge
and line, the contrast of the image has been reduced in (b).

to reduce the effects of the small protrusion on the workpiece. As mentioned
previously, by inserting the coordinates of the edge points into the line equation
(9.113), we can easily calculate the distances of the edge points to the line. There-
fore, by thresholding the distances the protrusion can be detected easily.

As can be seen from the above example, the line fit is robust to small deviations
from the assumed model (small outliers). However, Figure 9.88 shows that large
outliers severely affect the quality of the fitted line. In this example, the line is
fitted through the straight edge as well as the large arc caused by the relay contact.
Since the line fit must minimize the sum of the squared distances of the contour
points, the fitted line has a direction that deviates from that of the straight edge.

The least-squares line fit is not robust to large outliers since points that lie far
from the line have a very large weight in the optimization because of the squared
distances. To reduce the influence of distant points, we can introduce a weight wi
for each point. The weight should be ≪1 for distant points. Let us assume for the
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moment that we have a way to compute these weights. Then, the minimization
becomes

𝜀
2 =

n∑

i=1
wi(𝛼ri + 𝛽ci + 𝛾)2 − 𝜆(𝛼2 + 𝛽

2 − 1)n (9.117)

The solution of this optimization problem is again given by the eigenvector cor-
responding to the smaller eigenvalue of a moment matrix like in equation (9.116)
[55]. The only difference is that the moments are computed by taking the weights
wi into account. If we interpret the weights as gray values, the moments are iden-
tical to the gray value center of gravity and the second-order central gray value
moments (see equations (9.63) and (9.64) in Section 9.5.2). As above, the fit-
ted line corresponds to the major axis of the ellipse obtained from the weighted
moments of the point set. Hence, there is an interesting connection to the gray
value moments.

The only remaining problem is how to define the weights wi. Since we want to
give smaller weights to points with large distances, the weights must be based
on the distances 𝛿i = |𝛼ri + 𝛽ci + 𝛾| of the points to the line. Unfortunately, we
do not know the distances without fitting the line, so this seems an impossible
requirement. The solution is to fit the line in several iterations. In the first itera-
tion, wi = 1 is used, that is, a normal line fit is performed to calculate the distances
𝛿i. They are used to define weights for the following iterations by using a weight
function w(𝛿). This method is called iteratively reweighted least-squares (IRLS)
[56, 57]. In practice, often one of the following two weight functions is used. They
both work very well. The first weight function was proposed by Huber [55, 58]. It
is given by

w(𝛿) =
{

1, |𝛿| ≤ 𝜏

𝜏∕|𝛿|, |𝛿| > 𝜏
(9.118)

The parameter 𝜏 is the clipping factor. It defines which points should be regarded
as outliers. We will see how it is computed below. For now, note that all points
with a distance ≤𝜏 receive a weight of 1. This means that, for small distances, the
squared distance is used in the minimization. Points with a distance >𝜏 , on the
other hand, receive a progressively smaller weight. In fact, the weight function
is chosen such that points with large distances use the distance itself and not
the squared distance in the optimization. Sometimes, these weights are not small
enough to suppress outliers completely. In this case, the Tukey weight function
can be used [55, 59]. It is given by

w(𝛿) =
{
(1 − (𝛿∕𝜏)2)2

, |𝛿| ≤ 𝜏

0, |𝛿| > 𝜏
(9.119)

Again, 𝜏 is the clipping factor. Note that this weight function completely dis-
regards points that have a distance >𝜏 . For distances ≤𝜏 , the weight changes
smoothly from 1 to 0.

In the above two weight functions, the clipping factor specifies which points
should be regarded as outliers. Since the clipping factor is a distance, it could
simply be set manually. However, this would ignore the distribution of the noise
and the outliers in the data, and consequently would have to be adapted for each
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Figure 9.89 Straight line (solid line)
fitted robustly to the vertical edge
(dashed line). In this case, the Tukey
weight function with a clipping factor
of 𝜏 = 2𝜎

𝛿
with five iterations was used.

Compared to Figure 9.88b, the line is
now fitted to the straight-line part of
the edge.

application. It is more convenient to derive the clipping factor from the data itself.
This is typically done based on the standard deviation of the distances to the line.
Since we expect outliers in the data, we cannot use the normal standard devia-
tion, but must use a standard deviation that is robust to outliers. Typically, the
following formula is used to compute the robust standard deviation:

𝜎
𝛿
=

median|𝛿i|

0.6745
(9.120)

The constant in the denominator is chosen such that, for normally distributed
distances, the standard deviation of the normal distribution is computed. The
clipping factor is then set to a small multiple of 𝜎

𝛿
, for example, 𝜏 = 2𝜎

𝛿
.

In addition to the Huber and Tukey weight functions, other weight functions
can be defined. Several other possibilities are discussed in [20].

Figure 9.89 displays the result of fitting a line robustly to the edge of the relay
using the Tukey weight function with a clipping factor of 𝜏 = 2𝜎

𝛿
with five itera-

tions. If we compare this with the standard least-squares line fit in Figure 9.88b,
we see that with the robust fit the line is now fitted to the straight-line part of the
edge and the outliers caused by the relay contact have been suppressed.

It should also be noted that the above approach to outlier suppression by
weighting down the influence of points with large distances can sometimes fail
because the initial fit, which is a standard least-squares fit, can produce a solution
that is dominated by the outliers. Consequently, the weight function will drop
inliers. In this case, other robust methods must be used. The most important
approach is the random sample consensus (RANSAC) algorithm, proposed by
Fischler and Bolles [60]. Instead of dropping outliers successively, it constructs a
solution (e.g., a line fit) from the minimum number of points (e.g., two for lines),
which are selected randomly, and then checks how many points are consistent
with the solution. The process of randomly selecting points, constructing the
solution, and checking the number of consistent points is continued until a
certain probability of having found the correct solution, for example, 99%, is
achieved. At the end, the solution with the largest number of consistent points
is selected.
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(a) (b)

Figure 9.90 (a) Image of a workpiece with circles fitted to the edges of the holes in the
workpiece. (b) Details of the upper right hole with the extracted edge (dashed line) and the
fitted circle (solid line).

9.8.2 Fitting Circles

Fitting circles or circular arcs to a contour uses the same idea as fitting lines: that
is, we want to minimize the sum of the squared distances of the contour points
to the circle:

𝜀
2 =

n∑

i=1

(√
(ri − 𝛼)2 + (ci − 𝛽)2 − 𝜌

)2
(9.121)

Here, (𝛼, 𝛽) is the center of the circle and 𝜌 is its radius. Unlike the line fitting, this
leads to a nonlinear optimization problem, which can only be solved iteratively
using nonlinear optimization techniques. Details can be found in [22, 61, 62].

Figure 9.90a shows the result of fitting circles to the edges of the holes of a
workpiece, along with the extracted radii in pixels. In Figure 9.90b, details of the
upper right hole are shown. Note how well the circle fits the extracted edges.

Like the least-squares line fit, the least-squares circle fit is not robust to out-
liers. To make the circle fit robust, we can use the same approach that we used
for the line fitting: we can introduce a weight that is used to reduce the influ-
ence of the outliers. Again, this requires that we perform a normal least-squares
fit first and then use the distances that result from it to calculate the weights in
later iterations. Since it is possible that large outliers prevent this algorithm from
converging to the correct solution, a RANSAC approach might be necessary in
extreme cases.

Figure 9.91 compares the standard circle fitting with the robust circle fitting
using the BGA example of Figure 9.34. With the standard fitting (Figure 9.91b),
the circle is affected by the error in the pad, which acts like an outlier. This is
corrected with the robust fitting (Figure 9.91c).

To conclude this section, we should give some thought to what happens when
a circle is fitted to a contour that only represents a part of a circle (a circular arc).
In this case, the accuracy of the parameters becomes progressively worse as the
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(a) (b) (c)

Figure 9.91 (a) Image of a BGA with pads extracted by subpixel-precise thresholding (see also
Figure 9.34). (b) Circle fitted to the left pad in the center row of (a). The fitted circle is shown as
a solid line, while the extracted contour is shown as a dashed line. The fitted circle is affected
by the error in the pad, which acts like an outlier. (c) Result of robustly fitting a circle. The fitted
circle corresponds to the true boundary of the pad.

angle of the circular arc becomes smaller. An excellent analysis of this effect is
given in [61]. This effect is obvious from the geometry of the problem. Simply
think about a contour that only represents a 5∘ arc. If the contour points are dis-
turbed by noise, we have a very large range of radii and centers that lead to almost
the same fitting error. On the other hand, if we fit to a complete circle, the geom-
etry of the circle is much more constrained. This effect is caused by the geometry
of the fitting problem and not by a particular fitting algorithm, that is, it will occur
for all fitting algorithms.

9.8.3 Fitting Ellipses

To fit an ellipse to a contour, we would like to use the same principles as for lines
and circles: that is, minimize the distance of the contour points to the ellipse. This
requires us to determine the closest point to each contour point on the ellipse.
While this can be determined easily for lines and circles, for ellipses it requires
finding the roots of a fourth-degree polynomial. Since this is quite complicated
and expensive, ellipses are often fitted by minimizing a different kind of distance.
The principle is similar to the line fitting approach: we write down an implicit
equation for ellipses (for lines, the implicit equation is given by equation (9.113)),
and then substitute the point coordinates into the implicit equation to get a dis-
tance measure for the points to the ellipse. For the line-fitting problem, this pro-
cedure returns the true distance to the line. For the ellipse fitting, it only returns
a value that has the same properties as a distance, but is not the true distance.
Therefore, this distance is called the algebraic distance. Ellipses are described by
the following implicit equation:

𝛼r2 + 𝛽rc + 𝛾c2 + 𝛿r + 𝜁c + 𝜂 = 0 (9.122)

Like for lines, the set of parameters is a homogeneous quantity, that is, only
defined up to scale. Furthermore, equation (9.122) also describes hyperbolas
and parabolas. Ellipses require 𝛽

2 − 4𝛼𝛾 < 0. We can solve both problems
by requiring 𝛽

2 − 4𝛼𝛾 = −1. An elegant solution to fitting ellipses by mini-
mizing the algebraic error with a linear method was proposed by Fitzgibbon.
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(a) (b) (c)

Figure 9.92 (a) Image of a calibration target. (b) Ellipses fitted to the extracted edges of the
circular marks of the calibration target. (c) Detail of the center mark of the calibration target
with the fitted ellipse.

The interested reader is referred to [63] for details. Unfortunately, minimizing
the algebraic error can result in biased ellipse parameters. Therefore, if the ellipse
parameters should be determined with maximum accuracy, the geometric error
should be used. A nonlinear approach for fitting ellipses based on the geometric
error is proposed in [62]. It is significantly more complicated than the linear
approach in [63].

Like the least-squares line and circle fits, fitting ellipses via the algebraic or geo-
metric distance is not robust to outliers. We can again introduce weights to create
a robust fitting procedure. If the ellipses are fitted with the algebraic distance, this
again results in a linear algorithm in each iteration of the robust fit [55]. In appli-
cations with a very large number of outliers or with very large outliers, a RANSAC
approach might be necessary.

The ellipse fitting is very useful in camera calibration, where often circular
marks are used on the calibration targets (see Section 9.9 and [54, 64, 65]). Since
circles project to ellipses, fitting ellipses to the edges in the image is the natural
first step in the calibration process. Figure 9.92a displays an image of a calibra-
tion target. The ellipses fitted to the extracted edges of the calibration marks are
shown in Figure 9.92b. In Figure 9.92c, a detailed view of the center mark with the
fitted ellipse is shown. Since the subpixel edge extraction is very accurate, there is
hardly any visible difference between the edge and the ellipse, and consequently
the edge is not shown in the figure.

To conclude this section, we should note that, if ellipses are fitted to contours
that only represent a part of an ellipse, the same comments that were made for
circular arcs at the end of the last section apply: the accuracy of the parameters
will become worse as the angle that the arc subtends becomes smaller. The rea-
son for this behavior lies in the geometry of the problem and not in the fitting
algorithms we use.

9.8.4 Segmentation of Contours into Lines, Circles, and Ellipses

So far, we have assumed that the contours to which we are fitting the geometric
primitives correspond to a single primitive of the correct type, for example, a line
segment. Of course, a single contour may correspond to multiple primitives of
different types. Therefore, in this section we will discuss how contours can be
segmented into the different primitives.
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Figure 9.93 Example of the recursive subdivision that is performed in the Ramer algorithm.
The contour is displayed as a thin line, while the approximating polygon is displayed as a thick
line.

We will start by examining how a contour can be segmented into lines. To do
so, we would like to find a polygon that approximates the contour sufficiently
well. Let us call the contour points pi = (ri, ci), for i = 1,… , n. Approximating the
contour by a polygon means that we want to find a subset pij

, for j = 1,… ,m with
m ≤ n, of the control points of the contour that describes the contour reasonably
well. Once we have found the approximating polygon, each line segment (pij

, pij+1
)

of the polygon is a part of the contour that can be approximated well with a line.
Hence, we can fit lines to each line segment afterward to obtain a very accurate
geometric representation of the line segments.

The question we need to answer is this: How do we define whether a polygon
approximates the contour sufficiently well? A large number of different defini-
tions have been proposed over the years. A very good evaluation of many polygo-
nal approximation methods has been carried out by Rosin [66, 67]. In both cases,
it was established that the algorithm proposed by Ramer [68], which curiously
enough is one of the oldest algorithms, is the best overall method.

The Ramer algorithm performs a recursive subdivision of the contour until
the resulting line segments have a maximum distance to the respective contour
segments that is lower than a user-specified threshold dmax. Figure 9.93 illus-
trates how the Ramer algorithm works. We start out by constructing a single line
segment between the first and last contour points. If the contour is closed, we
construct two segments: one from the first point to the point with index n∕2,
and the second one from n∕2 to n. We then compute the distances of all the con-
tour points to the line segment and find the point with the maximum distance
to the line segment. If its distance is larger than the threshold we have specified,
we subdivide the line segment into two segments at the point with the maximum
distance. Then, this procedure is applied recursively to the new segments until no
more subdivisions occur, that is, until all segments fulfill the maximum distance
criterion.

Figure 9.94 illustrates the use of the polygonal approximation in a real
application. In Figure 9.94a, a back-lit cutting tool is shown. In the application,
the dimensions and angles of the cutting tool must be inspected. Since the
tool consists of straight edges, the obvious approach is to extract edges with
subpixel accuracy (Figure 9.94b) and to approximate them with a polygon using
the Ramer algorithm. From Figure 9.94c we can see that the Ramer algorithm
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(a) (b)

(c) (d)

Figure 9.94 (a) Image of a back-lit cutting tool with the part that is shown in (b)–(d) overlaid
as a white rectangle. To provide a better visibility of the results, the contrast of the image has
been reduced in (b)–(d). (b) Subpixel-accurate edges extracted with the Lanser filter with
𝛼 = 0.7. (c) Polygons extracted with the Ramer algorithm with dmax = 2. (d) Lines fitted
robustly to the polygon segments using the Tukey weight function.

splits the edges correctly. We can also see the only slight drawback of the
Ramer algorithm: it sometimes places the polygon control points into positions
that are slightly offset from the true corners. In this application, this poses no
problem, since to achieve maximum accuracy we must fit lines to the contour
segments robustly anyway (Figure 9.94d). This enables us to obtain a concise
and very accurate geometric description of the cutting tool. With the resulting
geometric parameters, it can easily be checked whether the tool has the required
dimensions.

While lines are often the only geometric primitive that occurs for the objects
that should be inspected, in several cases the contour must be split into several
types of primitives. For example, machined tools often consist of lines and cir-
cular arcs or lines and elliptic arcs. Therefore, we will now discuss how such a
segmentation of the contours can be performed.

The approaches to segment contours into lines and circles can be classified
into two broad categories. The first type of algorithm tries to identify break-
points on the contour that correspond to semantically meaningful entities. For
example, if two straight lines with different angles are next to each other, the tan-
gent direction of the curve will contain a discontinuity. On the other hand, if
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two circular arcs with different radii meet smoothly, there will be a discontinuity
in the curvature of the contour. Therefore, the breakpoints typically are defined
as discontinuities in the contour angle, which are equivalent to maxima of the
curvature, and as discontinuities in the curvature itself. The first definition cov-
ers straight lines or circular arcs that meet at a sharp angle. The second definition
covers smoothly joining circles or lines and circles [69, 70]. Since the curvature
depends on the second derivative of the contour, it is an unstable feature that is
very prone to even small errors in the contour coordinates. Therefore, to enable
these algorithms to function properly, the contour must be smoothed substan-
tially. This, in turn, can cause the breakpoints to shift from their desired positions.
Furthermore, some breakpoints may be missed. Therefore, these approaches are
often followed by an additional splitting and merging stage and a refinement of
the breakpoint positions [70, 71].

While the above algorithms work well for splitting contours into lines and cir-
cles, they are quite difficult to extend to lines and ellipses because ellipses do not
have constant curvature like circles. In fact, the two points on the ellipse on the
major axis have locally maximal curvature and consequently would be classified
as breakpoints by the above algorithms. Therefore, if we want to have a unified
approach to segmenting contours into lines and circles or ellipses, the second
type of algorithm is more appropriate. This type of algorithm is characterized by
initially performing a segmentation of the contour into lines only. This produces
an over-segmentation in the areas of the contour that correspond to circles and
ellipses since here many line segments are required to approximate the contour.
Therefore, in a second phase the line segments are examined as to whether they
can be merged into circles or ellipses [55, 72]. For example, the algorithm in [55]
initially performs a polygonal approximation with the Ramer algorithm. Then, it
checks each pair of adjacent line segments to see whether it can be better approx-
imated by an ellipse (or, alternatively, a circle). This is done by fitting an ellipse to
the part of the contour that corresponds to the two line segments. If the fitting
error of the ellipse is smaller than the maximum error of the two lines, the two
line segments are marked as candidates for merging. After examining all pairs
of line segments, the pair with the smallest fitting error is merged. In the fol-
lowing iterations, the algorithm also considers pairs of line and ellipse segments.
The iterative merging is continued until there are no more segments that can be
merged.

Figure 9.95 illustrates the segmentation into lines and circles. Like in the pre-
vious example, the application is the inspection of cutting tools. Figure 9.95a
displays a cutting tool that consists of two linear parts and a circular part. The
result of the initial segmentation into lines with the Ramer algorithm is shown in
Figure 9.95b. Note that the circular arc is represented by four contour parts. The
iterative merging stage of the algorithm successfully merges these four contour
parts into a circular arc, as shown in Figure 9.95c. Finally, the angle between the
linear parts of the tool is measured by fitting lines to the corresponding contour
parts, while the radius of the circular arc is determined by fitting a circle to the
circular arc part. Since the camera is calibrated in this application, the fitting is
actually performed in world coordinates. Hence, the radius of the arc is calculated
in millimeters.
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(a) (b)

(c)

Angle: 40.06740°
Radius: 0.99958 mm

(d)

Figure 9.95 (a) Image of a back-lit cutting tool. (b) Contour parts corresponding to the initial
segmentation into lines with the Ramer algorithm. The contour parts are displayed in three
different gray values. (c) Result of the merging stage of the line and circle segmentation
algorithm. In this case, two lines and one circular arc are returned. (d) Geometric
measurements obtained by fitting lines to the linear parts of the contour and a circle to the
circular part. Because the camera was calibrated, the radius is calculated in millimeters.

9.9 Camera Calibration

At the end of Section 9.7.4, we already discussed briefly that camera calibration
is essential to obtain accurate measurements of objects. Chapter 5 discusses the
approach that is used in close-range photogrammetry to calibrate camera setups
with one or more pinhole cameras for multiview three-dimensional (3D) recon-
struction applications. In this section, we will extend the discussion of the camera
calibration to different types of camera and lens combinations that are used in
machine vision applications. Furthermore, we will describe how metric results
(e.g., object coordinates in meters or millimeters) can be obtained from single
images.

To calibrate a camera, a model for the mapping of the 3D points of the world
to the 2D image generated by the camera, lens, and frame grabber (if used) is
necessary. Two different types of lenses are relevant for machine vision tasks: reg-
ular and telecentric lenses (see Chapter 4). Regular lenses perform a perspective
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projection of the world into the image. We will call a camera with a regular lens a
pinhole camera because of the connection between the projection performed by a
regular lens and a pinhole camera that is described in Section 4.2.12.4. Telecentric
lenses perform a parallel projection of the world into the image. We will call a
camera with a telecentric lens a telecentric camera.

Furthermore, two types of sensors need to be considered: line sensors and area
sensors. For area sensors, regular as well as telecentric lenses are in common
use. For line sensors, only regular lenses are commonly used. Therefore, we will
not introduce additional labels for the pinhole and telecentric cameras. Instead,
it will be silently assumed that these two types of cameras use area sensors.
For line sensors with regular lenses, we will simply use the term line scan
camera.

For all three camera models, the mapping from three to two dimensions per-
formed by the camera can be described by a certain number of parameters:

p = 𝜋(Pw, c1,… , cn) (9.123)

Here, p is the 2D image coordinate of the 3D point Pw produced by the projec-
tion 𝜋. Camera calibration is the process of determining the camera parameters
c1,… , cn.

9.9.1 CameraModels for Area Scan Cameras

Figure 9.96 displays the perspective projection performed by a pinhole camera.
The world point Pw is projected through the projection center of the lens to the
point p in the image plane. If there were no lens distortions present, p would lie
on a straight line from Pw through the projection center, indicated by the dotted
line. Lens distortions cause the point p to lie at a different position.

The image plane is located at a distance of f behind the projection center. As
explained at the end of Section 4.2.12.4, f is the camera constant or principal
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Figure 9.96 Camera model for a pinhole camera.



9.9 Camera Calibration 615

Figure 9.97 Image plane and
virtual image plane.
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distance, and not the focal length of the lens. Nevertheless, we will use the letter
f to denote the principal distance for the purposes of this section.

Although the image plane in reality lies behind the projection center of the
lens, it is easier to pretend that it lies at a distance of f in front of the projection
center, as shown in Figure 9.97. This causes the image coordinate system to be
aligned with the pixel coordinate system (row coordinates increase downward
and column coordinates to the right) and simplifies many calculations.

We are now ready to describe the mapping of objects in 3D world coordinates
to the 2D image plane and the corresponding camera parameters. First, we should
note that the world points Pw are given in a world coordinate system (WCS). To
make the projection into the image plane possible, they need to be transformed
into the camera coordinate system (CCS). The CCS is defined such that its x-
and y-axis are parallel to the column and row axes of the image, respectively, and
the z-axis is perpendicular to the image plane and is oriented such that points
in front of the camera have positive z coordinates. The transformation from the
WCS to the CCS is a rigid transformation, that is, a rotation followed by a trans-
lation. Therefore, the point Pw = (xw, yw, zw)⊤ in the WCS is given by the point
Pc = (xc, yc, zc)⊤ in the CCS, where

Pc = RPw + T (9.124)
Here, T = (tx, ty, tz)⊤ is a translation vector and R = R(𝛼, 𝛽, 𝛾) is a rotation matrix,
which is determined by the three rotation angles 𝛾 (around the z-axis of the CCS),
𝛽 (around the y-axis), and 𝛼 (around the x-axis):

R(𝛼, 𝛽, 𝛾) =
⎛
⎜
⎜
⎝

1 0 0
0 cos 𝛼 − sin 𝛼

0 sin 𝛼 cos 𝛼

⎞
⎟
⎟
⎠

⎛
⎜
⎜
⎝

cos 𝛽 0 sin 𝛽

0 1 0
− sin 𝛽 0 cos 𝛽

⎞
⎟
⎟
⎠

⎛
⎜
⎜
⎝

cos 𝛾 − sin 𝛾 0
sin 𝛾 cos 𝛾 0

0 0 1

⎞
⎟
⎟
⎠

(9.125)
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The six parameters (𝛼, 𝛽, 𝛾, tx, ty, tz) of R and T are called the exterior camera
parameters, exterior orientation, or camera pose, because they determine the
position of the camera with respect to the world.

The next step of the mapping is the projection of the 3D point Pc into the image
plane coordinate system (IPCS). For the pinhole camera model, the projection is
a perspective projection, which is given by

(
u
𝑣

)

=
f
zc

(
xc
yc

)

(9.126)

For the telecentric camera model, the projection is a parallel projection, which is
given by

(
u
𝑣

)

=
(

xc
yc

)

(9.127)

As can be seen, there is no focal length f for telecentric cameras. Furthermore, the
distance zc of the object to the camera has no influence on the image coordinates.

After the projection to the image plane, lens distortions cause the coordinates
(u, 𝑣)⊤ to be modified. Lens distortions are a transformation that can be modeled
in the image plane alone, that is, 3D information is unnecessary. For many lenses,
the distortion can be approximated sufficiently well by a radial distortion using
the division model, which is given by [54, 55, 64]

(
ũ
�̃�

)

= 2
1 +

√
1 − 4𝜅(u2 + 𝑣2)

(
u
𝑣

)

= 2
1 +

√
1 − 4𝜅r2

(
u
𝑣

)

(9.128)

where r2 = u2 + 𝑣
2. The parameter 𝜅 models the magnitude of the radial distor-

tions. If 𝜅 is negative, the distortion is barrel-shaped; while for positive 𝜅 it is
pincushion-shaped. Figure 9.98 shows the effect of 𝜅 for an image of a calibration
target, which we will use in the following to calibrate the camera.

The division model has the great advantage that the rectification of the distor-
tion can be calculated analytically by

(
u
𝑣

)

= 1
1 + 𝜅(ũ2 + �̃�2)

(
ũ
�̃�

)

= 1
1 + 𝜅 r̃2

(
ũ
�̃�

)

(9.129)

where r̃2 = ũ2 + �̃�
2. This will be important when we compute world coordinates

from image coordinates.

(a) (b) (c)

Figure 9.98 Effects of the distortion coefficient 𝜅 in the division model. (a) Pincushion
distortion: 𝜅 > 0. (b) No distortion: 𝜅 = 0. (c) Barrel distortion: 𝜅 < 0.
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If the division model is not sufficiently accurate for a particular lens, a
polynomial distortion model that is able to model radial as well as decentering
distortions can be used. Here, the rectification of the distortion is modeled by
[65, 73, 74]

(
u
𝑣

)

=

⎛
⎜
⎜
⎜
⎜
⎜
⎝

ũ(1 + K1r̃2 + K2r̃4 + K3r̃6 + · · · )
+(2P1ũ�̃� + P2(r̃2 + 2ũ2))(1 + P3r̃2 + · · · )

�̃�(1 + K1r̃2 + K2r̃4 + K3r̃6 + · · · )
+(P1(r̃2 + 2�̃�2) + 2P2ũ�̃�)(1 + P3r̃2 + · · · )

⎞
⎟
⎟
⎟
⎟
⎟
⎠

(9.130)

The terms Ki describe a radial distortion, while the terms Pi describe a decenter-
ing distortion, which may occur if the optical axes of the individual lenses are not
aligned perfectly with each other. In practice, the terms K1, K2, K3, P1, and P2 are
typically used, while higher order terms are neglected.

Note that (9.130) models the rectification of the distortion, that is, the ana-
log of (9.129). In the polynomial model, the distortion (the analog of (9.128))
cannot be computed analytically. Instead, it must be computed numerically by
a root-finding algorithm. This is no drawback since in applications we are typi-
cally interested in transforming image coordinates to measurements in the world
(see Sections 9.9.4 and 9.10). Therefore, it is advantageous if the rectification can
be computed analytically.

Figure 9.99 shows the effect of the parameters of the polynomial model on the
distortion. In contrast to the division model, where 𝜅 > 0 leads to a pincushion
distortion and 𝜅 < 0 to a barrel distortion, in the polynomial model Ki > 0 leads
to a barrel distortion and Ki < 0 to a pincushion distortion. Furthermore, higher
order terms lead to very strong distortions at the edges of the image, while they
have a progressively smaller effect in the center of the image (if the distortions
at the corners of the image are approximately the same). Decentering distortions
cause an effect that is somewhat similar to a perspective distortion. However, they
additionally bend the image in the horizontal or vertical direction.

There is a deeper connection between the radial distortion coefficients in the
division and polynomial models, which can be seen by expanding the rectification

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

Figure 9.99 Effects of the distortion coefficients in the polynomial model. Coefficients that are
not explicitly mentioned are 0. (a) K1 > 0. (b) K1 < 0. (c) K2 > 0. (d) K2 < 0. (e) K3 > 0. (f ) K3 < 0.
(g) P1 > 0. (h) P1 < 0. (i) P2 > 0. (j) P2 < 0.
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factor 1∕(1 + 𝜅 r̃2) in (9.129) into a geometric series:

1
1 + 𝜅 r̃2 =

∞∑

i=0
(−𝜅 r̃2)i = 1 − 𝜅 r̃2 + 𝜅

2r̃4 − 𝜅
3r̃6 + · · · (9.131)

Therefore, the division model corresponds to the polynomial model without
decentering distortions and with infinitely many radial distortion terms Ki that
all depend functionally on the single distortion coefficient 𝜅: Ki = (−𝜅)i.

Because of the complexity of the polynomial model, we will only use the divi-
sion model in the discussion below. However, everything that will be discussed
also holds if the division model is replaced by the polynomial model.

Finally, the point (u, 𝑣)⊤ is transformed from the IPCS into the image coordi-
nate system (ICS):
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r
c

)
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⎜
⎜
⎜
⎝
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ũ
sx

+ cx

⎞
⎟
⎟
⎟
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(9.132)

Here, sx and sy are scaling factors. For pinhole cameras, they represent the hor-
izontal and vertical pixel pitch on the sensor. For telecentric cameras, they rep-
resent the horizontal and vertical pixel pitch divided by the magnification factor
of the lens (not taking into account the distortions of the lens). The point (cx, cy)⊤
is the principal point of the image. For pinhole cameras, this is the perpendicu-
lar projection of the projection center onto the image plane, that is, the point in
the image from which a ray through the projection center is perpendicular to the
image plane. It also defines the center of the distortions. For telecentric cameras,
no projection center exists. Therefore, the principal point is solely defined by the
distortions.

The six parameters ( f , 𝜅, sx, sy, cx, cy)of the pinhole camera and the five parame-
ters (𝜅, sx, sy, cx, cy) of the telecentric camera are called the interior camera param-
eters or interior orientation, because they determine the projection from three
dimensions to two dimensions performed by the camera.

9.9.2 CameraModel for Line Scan Cameras

Line scan cameras must move with respect to the object to acquire a useful image.
The relative motion between the camera and the object is part of the interior
orientation. By far the most frequent motion is a linear motion of the camera,
that is, the camera moves with constant velocity along a straight line relative to the
object, the orientation of the camera is constant with respect to the object, and
the motion is equal for all images [75]. In this case, the motion can be described
by the motion vector V = (𝑣x, 𝑣y, 𝑣z)⊤, as shown in Figure 9.100. The vector V is
best described in units of meters per scan line in the camera coordinate system.
As shown in Figure 9.100, the definition of V assumes a moving camera and a
fixed object. If the camera is stationary and the object is moving, for example, on
a conveyor belt, we can simply use −V as the motion vector.

The camera model for a line scan camera is displayed in Figure 9.101. The origin
of the CCS is the projection center. The z-axis is identical to the optical axis and
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Figure 9.100 Principle of line scan
image acquisition.
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Figure 9.101 Camera model for a line scan camera.
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is oriented such that points in front of the camera have positive z coordinates.
The y-axis is perpendicular to the sensor line and to the z-axis. It is oriented such
that the motion vector has a positive y component: that is, if a fixed object is
assumed, the y-axis points in the direction in which the camera is moving. The
x-axis is perpendicular to the y- and z-axis, so that the x, y, and z axes form a
right-handed coordinate system.

Similar to area scan cameras, the projection of a point given in world coordi-
nates into the image is modeled in two steps. First, the point is transformed from
the WCS into the CCS. Then, it is projected into the image.

As the camera moves over the object during the image acquisition, the CCS
moves with respect to the object, that is, each image is imaged from a different
position. This means that each line has a different pose. To make things easier,
we can use the fact that the motion of the camera is linear. Hence, it suffices to
know the transformation from the WCS to the CCS for the first line of the image.
The poses of the remaining lines can be computed from the motion vector, that
is, the motion vector V is taken into account during the projection of Pc into the
image. With this, the transformation from the WCS to the CCS is identical to
equation (9.124). Like for area scan cameras, the six parameters (𝛼, 𝛽, 𝛾, tx, ty, tz)
are called the exterior camera parameters or exterior orientation, because they
determine the position of the camera with respect to the world.

To obtain a model for the interior geometry of a line scan camera, we can regard
a line sensor as one particular line of an area sensor. Therefore, like in area scan
cameras, there is an IPCS that lies at a distance of f (the principal distance) behind
the projection center. Again, the computations can be simplified if we pretend
that the image plane lies in front of the projection center, as shown in Figure 9.101.
We will defer the description of the projection performed by the line scan camera
until later, since it is more complicated than for area scan cameras.

Let us assume that the point Pc has been projected to the point (u, 𝑣)⊤ in the
IPCS. Like for area scan cameras, the point is now distorted by the radial distor-
tion (9.128), which results in a distorted point (ũ, �̃�)⊤.

Finally, like for area scan cameras, (ũ, �̃�)⊤ is transformed into the ICS, resulting
in the coordinates (r, c)⊤. Since we want to model the fact that the line sensor
may not be mounted exactly behind the projection center, which often occurs in
practice, we again have to introduce a principal point (cx, cy)⊤ that models how
the line sensor is shifted with respect to the projection center, that is, it describes
the relative position of the principal point with respect to the line sensor. Since
(ũ, �̃�)⊤ is given in metric units, for example, meters, we need to introduce two
scale factors sx and sy that determine how the IPCS units are converted to ICS
units (i.e., pixels). Like for area scan cameras, sx represents the horizontal pixel
pitch on the sensor. As we will see in the following, sy only serves as a scaling factor
that enables us to specify the principal point in pixel coordinates. The values of
sx and sy cannot be calibrated and must be set to the pixel size of the line sensor
in the horizontal and vertical directions, respectively.

To determine the projection of the point Pc = (xc, yc, zc)⊤ (specified in the CCS),
we first consider the case where there are no radial distortions (𝜅 = 0), the line
sensor is mounted precisely behind the projection center (cy = 0), and the motion
is purely in the y direction of the CCS (V = (0, 𝑣y, 0)⊤). In this case, the row
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coordinate of the projected point p is proportional to the time it takes for the
point Pc to appear directly under the sensor, that is, to appear in the xz-plane of
the CCS. To determine this, we must solve xc − t𝑣y = 0 for the “time” t (since V
is specified in meters per scan line, the units of t are actually scan lines, i.e., pix-
els). Hence, r = t = xc∕𝑣y. Since 𝑣x = 0, we also have u = f xc∕zc and c = u∕sx + cx.
Therefore, the projection is a perspective projection in the direction of the line
sensor and a parallel projection perpendicular to the line sensor (i.e., in the special
motion direction (0, 𝑣y, 0)⊤).

For general motion vectors (i.e., 𝑣x ≠ 0 or 𝑣z ≠ 0), non-perfectly aligned
line sensors (cy ≠ 0), and radial distortions (𝜅 ≠ 0), the equations become
significantly more complicated. As above, we need to determine the “time” t
when the point Pc appears in the “plane” spanned by the projection center and
the line sensor. We put “plane” in quotes since the radial distortion will cause
the back-projection of the line sensor to be a curved surface in space whenever
cy ≠ 0 and 𝜅 ≠ 0. To solve this problem, we construct the optical ray through
the projection center and the projected point p = (r, c)⊤. Let us assume that we
have transformed (r, c)⊤ into the distorted IPCS, where we have coordinates
(ũ, �̃�)⊤. Here, �̃� = sycy is the coordinate of the principal point in metric units.
Then, we rectify (ũ, �̃�)⊤ by equation (9.129), that is, (u, 𝑣)⊤ = d(ũ, �̃�)⊤, where d =
1∕(1 + 𝜅(ũ2 + �̃�

2)) is the rectification factor from equation (9.129). The optical ray
is now given by the line equation 𝜆(u, 𝑣, f )⊤ = 𝜆(dũ, d�̃�, f )⊤. The point Pc moves
along the line given by (xc, yc, zc)⊤ − t(𝑣x, 𝑣y, 𝑣z)⊤ during the acquisition of the
image. If p is the projection of Pc, both lines must intersect. Therefore, to deter-
mine the projection of Pc, we must solve the following nonlinear set of equations:

𝜆dũ = xc − t𝑣x

𝜆d�̃� = yc − t𝑣y

𝜆f = zc − t𝑣z

(9.133)

for 𝜆, ũ, and t, where d and �̃� are defined above. From ũ and t, the pixel
coordinates can be computed by
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The nine parameters ( f , 𝜅, sx, sy, cx, cy, 𝑣x, 𝑣y, 𝑣z) of the line scan camera are
called the interior orientation because they determine the projection from three
dimensions to two dimensions performed by the camera.

Although the line scan camera geometry is conceptually simply a mixture of a
perspective and a telecentric lens, precisely this mixture makes the camera geom-
etry much more complex than the area scan geometries. Figure 9.102 displays
some of the effects that can occur. In Figure 9.102a, the pixels are non-square
because the motion is not tuned to the line frequency of the camera. In this
example, either the line frequency would need to be increased or the motion
speed would need to be decreased in order to obtain square pixels. Figure 9.102b
shows the effect of a motion vector of the form V = (𝑣x, 𝑣y, 0)with 𝑣x = 𝑣y∕10. We
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 9.102 Some effects that occur for the line scan camera geometry. (a) Non-square pixels
due to the not motion being tuned to the line frequency of the camera. (b) Skewed pixels due
to the motion not being parallel to the y-axis of the CCS. (c) Straight lines can project to
hyperbolic arcs, even if the line sensor is perpendicular to the motion. (d) This effect is more
pronounced if the motion has a nonzero z component. Note that hyperbolic arcs occur even if
the lens has no distortions (𝜅 = 0). (e) Pincushion distortion (𝜅 > 0) for cy = 0. (f ) Barrel
distortion for cy = 0. (g) Pincushion distortion (𝜅 > 0) for cy > 0. (h) Barrel distortion for cy > 0.

obtain skew pixels. In this case, the camera would need to be better aligned with
the motion vector. Figure 9.102c,d shows that straight lines can be projected to
hyperbolic arcs [75], even if the lens has no distortions (𝜅 = 0). This effect occurs
even if V = (0, 𝑣y, 0), that is, if the line sensor is perfectly aligned perpendicular
to the motion vector. The hyperbolic arcs are more pronounced if the motion
vector has nonzero 𝑣z. Figure 9.102e–h shows the effect of a lens with distortions
(𝜅 ≠ 0) for the case where the sensor is located perfectly behind the projection
center (cy = 0) and for the case where the sensor is not perfectly aligned (here
cy > 0). For cy = 0, the pincushion and barrel distortions only cause distortions
within each row of the image. For cy ≠ 0, the rows are also bent.

9.9.3 Calibration Process

From the above discussion, we can see that camera calibration is the process of
determining the interior and exterior camera parameters. To perform the cal-
ibration, it is necessary to know the location of a sufficiently large number of
3D points in world coordinates, and to be able to determine the correspondence
between the world points and their projections in the image. To meet the first
requirement, usually objects or marks that are easy to extract, for example, circles
or linear grids, must be placed at known locations. If the location of a camera is
to be known with respect to a given coordinate system, for example, with respect
to the building plan of, say, a factory building, then each mark location must be
measured very carefully within this coordinate system. Fortunately, it is often suf-
ficient to know the position of a reference object with respect to the camera to
be able to measure the object precisely, since the absolute position of the object
in world coordinates is unimportant. Therefore, a movable calibration target that
has been measured accurately can be used to calibrate the camera. This has the
advantage that the calibration can be performed with the camera in place, for
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example, already mounted in the machine. Furthermore, the position of the cam-
era with respect to the objects can be recalibrated if required, for example, if the
object type to be inspected changes.

The second requirement, that is, the necessity to determine the correspondence
of the known world points and their projections in the image, is in general a hard
problem. Therefore, calibration targets are usually constructed in such a way that
this correspondence can be determined easily. For example, a planar calibration
target with m × n circular marks within a rectangular border can be used. We
have already seen examples of this kind of calibration target in Figures 9.85, 9.92,
9.98, and 9.102. Planar calibration targets have several advantages. First of all,
they can be handled easily. Second, they can be manufactured very accurately.
Finally, they can be used for back-light applications easily if a transparent medium
is used as the carrier for the marks. A rectangular border around the calibration
target allows the inner part of the calibration target to be found easily. A small
orientation mark in one of the corners of the border enables the camera calibra-
tion algorithm to uniquely determine the orientation of the calibration target.
Circular marks are used because their center point can be determined with high
accuracy. Finally, the regular matrix layout of the rows and columns of the cir-
cles enables the camera calibration algorithm to determine the correspondence
between the marks and their image points easily.

To extract the calibration target, we can make use of the fact that the border
separates the inner part of the calibration target from the background. Con-
sequently, the inner part can be found by a simple threshold operation (see
Section 9.4.1). Since the correct threshold depends on the brightness of the
calibration target in the image, different thresholds can be tried automatically
until a region with m × n holes (corresponding to the calibration marks) has
been found.

Once the region of the inner part of the calibration target has been found, the
borders of the calibration marks can be extracted with subpixel-accurate edge
extraction (see Section 9.7.3). Since the projections of the circular marks are
ellipses, ellipses can then be fitted to the extracted edges with the algorithms
described in Section 9.8.3 to obtain robustness against outliers in the edge points
and to increase the accuracy. An example of the extraction of the calibration
marks was already shown in Figure 9.92.

Finally, the correspondence between the calibration marks and their projec-
tions in the image can be determined easily based on the smallest enclosing
quadrilateral of the extracted ellipses. Furthermore, the orientation of the marks
can be determined uniquely based on the small triangular orientation mark. If it
were not present, the orientation can only be determined modulo 90∘ for square
calibration targets and modulo 180∘ for rectangular targets. It should be noted
that the orientation of the calibration target is important only if the distances
between the marks are not identical in both axes or in applications where the
orientation must be determined uniquely across multiple images. One such
example is stereo with cameras that are rotated significantly with respect to each
other around their respective optical axes.

After the correspondence between the marks and their projections has been
determined, the camera can be calibrated. Let us denote the 3D positions of the
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centers of the marks by Mi. Since the calibration target is planar, we can place
the calibration target in the plane z = 0. However, what we describe in the fol-
lowing is completely general and can be used for arbitrary calibration targets.
Furthermore, let us denote the projections of the centers of the marks in the
image by mi. Here, we must take into account that the projection of the center of
the circle is not the center of the ellipse [65, 76]. Finally, let us denote the camera
parameters by a vector c. As described previously, c consists of the interior and
exterior orientation parameters of the respective camera model. For example, c =
( f , 𝜅, sx, sy, cx, cy, 𝛼, 𝛽, 𝛾, tx, ty, tz) for pinhole cameras. Here, it should be noted
that the exterior orientation is determined by attaching the WCS to the calibra-
tion target, for example, to the center mark, in such a way that the x- and y-axis
of the WCS are aligned with the row and column directions of the marks on the
calibration target and the z-axis points in the same direction as the optical axis if
the calibration target is parallel to the image plane. Then, the camera parameters
can be determined by minimizing the distance of the extracted mark centers mi
and their projections 𝜋(Mi, c):

d(c) =
k∑

i=1
∥ mi − 𝜋(Mi, c)∥2 → min (9.135)

Here, k = mn is the number of calibration marks. This is a difficult nonlinear
optimization problem. Therefore, good starting values are required for the
parameters. The interior orientation parameters can be determined from
the specifications of the image sensor and the lens. The starting values for the
exterior orientation are in general harder to obtain. For the planar calibration
target described above, good starting values can be obtained based on the
geometry and size of the projected circles [55, 64].

The optimization in equation (9.135) cannot determine all camera param-
eters because the physically motivated camera models we have chosen are
over-parameterized. For example, for the pinhole camera, f , sx, and sy cannot
be determined uniquely since they contain a common scale factor, as shown in
Figure 9.103. For example, making the pixels twice as large and increasing the
principal distance by a factor of 2 results in the same image. The solution to this
problem is to keep sy fixed in the optimization since the image is transmitted
row-synchronously for all kinds of video signals. This fixes the common scale
factor. On the other hand, sx cannot be kept fixed in general since the video signal
may not be sampled pixel-synchronously, at least for analog video signals. A
similar effect happens for line scan cameras. Here, sx and f cannot be determined
uniquely. Consequently, sx must be kept fixed in the calibration. Furthermore,
as described in Section 9.9.2, sy cannot be determined for line scan cameras and
therefore also must be kept fixed.

Even if the above problem is solved, some degeneracies remain because we use a
planar calibration target. For example, as shown in Figure 9.104, if the calibration
target is parallel to the image plane, f and tz cannot be determined uniquely since
they contain a common scale factor. This problem also occurs if the calibration
target is not parallel to the image plane. Here, f and a combination of parame-
ters from the exterior orientation can be determined only up to a one-parameter
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Figure 9.103 For pinhole cameras, f , sx , and sy

cannot be determined uniquely.
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Figure 9.104 For pinhole cameras,
f and tz cannot be determined
uniquely.

tz f tz f

ambiguity. For example, if the calibration target is rotated around the x-axis, f ,
tz, and 𝛼 cannot be determined at the same time. For telecentric cameras, it is
generally impossible to determine sx, sy, and the rotation angles from a single
image. For example, a rotation of the calibration target around the x-axis can be
compensated by a corresponding change in sx. For line scan cameras, there are
similar degeneracies as the ones described above plus degeneracies that include
the motion vector.

To prevent the above degeneracies, the camera must be calibrated from multi-
ple images in which the calibration target is positioned to avoid the degeneracies.
For example, for pinhole cameras, the calibration targets must not be parallel to
each other in all images; while for telecentric cameras, the calibration target must
be rotated around all of its axes to avoid the above degeneracies. Suppose we
use image l for the calibration. Then, we also have l sets of exterior orientation
parameters (𝛼l, 𝛽l, 𝛾l, tx,l, ty,l, tz,l) that must be determined. As above, we collect
the interior orientation parameters and the l sets of exterior orientation param-
eters into the camera parameter vector c. Then, to calibrate the camera, we must
solve the following optimization problem:

d(c) =
l∑

j=1

k∑

i=1
∥ mi,j − 𝜋(Mi, c)∥2 → min (9.136)

Here, mi,j denotes the projection of the ith calibration mark in the jth image. If
the calibration targets are placed and oriented suitably in the images, this will
determine all the camera parameters uniquely. To ensure high accuracy of the
camera parameters so determined, the calibration target should be placed at all
four corners of the image. Since the distortion is largest in the corners, this will
facilitate the determination of the distortion coefficient(s) with the highest pos-
sible accuracy.

To conclude this section, we mention that a flexible calibration algorithm will
enable one to specify a subset of the parameters that should be determined.
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For example, from the mechanical setup, some of the parameters of the exterior
orientation may be known. One frequently encountered example is that the
mechanical setup ensures with high accuracy that the calibration target is
parallel to the image plane. In this case, we should set 𝛼 = 𝛽 = 0, and the camera
calibration should leave these parameters fixed. Another example is a camera
with square pixels that transmits the video signal digitally. Here, sx = sy, and for
pinhole cameras both parameters should be kept fixed. Finally, we will see in
the next section that the calibration target determines the world plane in which
measurements from a single image can be performed. In some applications, there
is not enough space for the calibration target to be turned in three dimensions
if the camera is mounted in its final position. Here, a two-step approach can be
used. First, the interior orientation of the camera is determined with the camera
not mounted in its final position. This ensures that the calibration target can
be moved freely. (Note that this also determines the exterior orientation of the
calibration target; however, this information is discarded.) Then, the camera
is mounted in its final position. Here, it must be ensured that the focus and
iris diaphragm settings of the lens are not changed, since this will change the
interior orientation. In the final position, a single image of the calibration target
is taken, and only the exterior orientation is optimized to determine the pose of
the camera with respect to the measurement plane.

9.9.4 World Coordinates from Single Images

As mentioned previously and at the end of Section 9.7.4, if the camera is cali-
brated, it is possible in principle to obtain undistorted measurements in world
coordinates. In general, this can be done only if two or more images of the same
object are taken at the same time with cameras at different spatial positions. This
is called stereo reconstruction. With this approach, discussed in Section 9.10,
the reconstruction of 3D positions for corresponding points in the two images
is possible because the two optical rays defined by the two optical centers of the
cameras and the points in the image plane defined by the two image points can be
intersected in 3D space to give the 3D position of that point. In some applications,
however, it is impossible to use two cameras, for example, because there is not
enough space to mount two cameras. Nevertheless, it is possible to obtain mea-
surements in world coordinates for objects acquired through telecentric lenses
and for objects that lie in a known plane, for example, on a conveyor belt, for pin-
hole and line scan cameras. Both of these problems can be solved by intersecting
an optical ray (also called the line of sight) with a plane. With this, it is possible to
measure objects that lie in a plane, even if the plane is tilted with respect to the
optical axis.

Let us first look at the problem of determining world coordinates for telecen-
tric cameras. In this case, the parallel projection in equation (9.127) discards any
depth information completely. Therefore, we cannot hope to discover the dis-
tance of the object from the camera, that is, its z coordinate in the CCS. What
we can recover, however, are the x and y coordinates of the object in the CCS (xc
and yc in equation (9.127)), that is, the dimensions of the object in world units.
Since the z coordinate of Pc cannot be recovered, in most cases it is unnecessary
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to transform Pc into world coordinates by inverting equation (9.124). Instead, the
point Pc is regarded as a point in world coordinates. To recover Pc, we can start
by inverting equation (9.132) to transform the coordinates from the ICS into the
IPCS:

(
ũ
�̃�

)

=
(

sx(c − cx)
sy(r − cy)

)

(9.137)

Then, we can rectify the lens distortions by applying equation (9.129) or (9.130) to
obtain the rectified coordinates (u, 𝑣)⊤ in the image plane. Finally, the coordinates
of Pc are given by

Pc = (xc, yc, zc)⊤ = (u, 𝑣, 0)⊤ (9.138)
Note that the above procedure is equivalent to intersecting the optical ray given
by the point (u, 𝑣, 0)⊤ and the direction perpendicular to the image plane, that is,
(0, 0, 1)⊤, with the plane z = 0.

The determination of world coordinates for pinhole cameras is slightly more
complicated, but uses the same principle of intersecting an optical ray with a
known plane. Let us look at this problem by using the application where this
procedure is most useful. In many applications, the objects to be measured lie
in a plane in front of the camera, for example, a conveyor belt. Let us assume for
the moment that the location and orientation of this plane (its pose) are known.
We will describe below how to obtain this pose. The plane can be described by
its origin and a local coordinate system, that is, three orthogonal vectors, one of
which is perpendicular to the plane. To transform the coordinates in the coordi-
nate system of the plane (the WCS) into the CCS, a rigid transformation given
by equation (9.124) must be used. Its six parameters (𝛼, 𝛽, 𝛾, tx, ty, tz) describe
the pose of the plane. If we want to measure objects in this plane, we need to
determine the object coordinates in the WCS defined by the plane. Conceptu-
ally, we need to intersect the optical ray corresponding to an image point with the
plane. To do so, we need to know two points that define the optical ray. Recalling
Figures 9.96 and 9.97, obviously the first point is given by the projection center,
which has the coordinates (0, 0, 0)⊤ in the CCS. To obtain the second point, we
need to transform the point (r, c)⊤ from the ICS into the IPCS. This transforma-
tion is given by equations (9.137) and (9.129) or (9.130). To obtain the 3D point
that corresponds to this point in the image plane, we need to take into account
that the image plane lies at a distance of f in front of the optical center. Hence, the
coordinates of the second point on the optical ray are given by (u, 𝑣, f )⊤. There-
fore, we can describe the optical ray in the CCS by

Lc = (0, 0, 0)⊤ + 𝜆(u, 𝑣, f )⊤ (9.139)
To intersect this line with the plane, it is best to express the line Lc in the WCS of
the plane, since in the WCS the plane is given by the equation z = 0. Therefore,
we need to transform the two points (0, 0, 0)⊤ and (u, 𝑣, f )⊤ into the WCS. This
can be done by inverting equation (9.124) to obtain

Pw = R−1(Pc − T) = R⊤(Pc − T) (9.140)
Here, R−1 = R⊤ is the inverse of the rotation matrix R in equation (9.124). Let us
call the transformed optical center Ow, that is, Ow = R⊤((0, 0, 0)⊤ − T) = −R⊤T ,
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and the transformed point in the image plane Iw, that is, Iw = R⊤((u, 𝑣, f )⊤ − T).
With this, the optical ray is given by

Lw = Ow + 𝜆(Iw − Ow) = Ow + 𝜆Dw (9.141)

in the WCS. Here, Dw denotes the direction vector of the optical ray. With
this, it is a simple matter to determine the intersection of the optical ray in
equation (9.141) with the plane z = 0. The intersection point is given by

Pw =
⎛
⎜
⎜
⎜
⎝

ox − oz dx∕dz

oy − oz dy∕dz

0

⎞
⎟
⎟
⎟
⎠

(9.142)

where Ow = (ox, oy, oz)⊤ and Dw = (dx, dy, dz)⊤.
Up to now, we have assumed that the pose of the plane in which we want to

measure objects is known. Fortunately, the camera calibration gives us this pose
almost immediately since a planar calibration target is used. If the calibration
target is placed on the plane, for example, the conveyor belt, in one of the images
used for calibration, the exterior orientation of the calibration target in that image
almost defines the pose of the plane we need in the above derivation. The pose
would be the true pose of the plane if the calibration target were infinitely thin.
To take the thickness of the calibration target into account, the WCS defined by
the exterior orientation must be moved by the thickness of the calibration target
in the positive z direction. This modifies the transformation from the WCS to the
CCS in equation (9.124) as follows: the translation T simply becomes RD + T ,
where D = d(0, 0, 1)⊤, and d is the thickness of the calibration target. This is the
pose that must be used in equation (9.140) to transform the optical ray into the
WCS. An example of computing edge positions in world coordinates for pinhole
cameras is given at the end of Section 9.7.4 (see Figure 9.86).

For line scan cameras, the procedure to obtain world coordinates in a given
plane is conceptually similar to the approaches described above. First, the optical
ray is constructed from equations (9.134) and (9.133). Then, it is transformed into
the WCS and intersected with the plane z = 0.

In addition to transforming image points, for example, 1D edge positions or
subpixel-precise contours, into world coordinates, sometimes it is also useful
to transform the image itself into world coordinates. This creates an image that
would have resulted if the camera had looked perfectly perpendicularly without
distortions onto the world plane. This image rectification is useful for applications
that must work on the image data itself, for example, region processing, template
matching, or OCR. It can be used whenever the camera cannot be mounted per-
pendicular to the measurement plane. To rectify the image, we conceptually cut
out a rectangular region of the world plane z = 0 and sample it with a specified
distance, for example, 200 μm. We then project each sample point into the image
with the equations of the relevant camera model, and obtain the gray value
through interpolation, for example, bilinear interpolation. Figure 9.105 shows
an example of this process. In Figure 9.105a, the image of a caliper together with
the calibration target that defines the world plane is shown. The unrectified and
rectified images of the caliper are shown in Figure 9.105b,c, respectively.
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(a) (b) (c)

Figure 9.105 (a) Image of a caliper with a calibration target. (b) Unrectified image of the
caliper. (c) Rectified image of the caliper.

Note that the rectification has removed the perspective and radial distortions
from the image.

9.9.5 Accuracy of the Camera Parameters

We conclude the discussion of camera calibration by discussing two different
aspects: the accuracy of the camera parameters, and the changes in the camera
parameters that result from adjusting the focus and iris diaphragm settings on
the lens.

As was already noted in Section 9.9.3, there are some cases where an inappro-
priate placement of the calibration target can result in degenerate configurations
where one of the camera parameters or a combination of some of the param-
eters cannot be determined. These configurations must obviously be avoided if
the camera parameters should be determined with high accuracy. Apart from
this, the main influencing factor for the accuracy of the camera parameters is
the number of images that are used to calibrate the camera. This is illustrated in
Figure 9.106, where the standard deviations of the principal distance f , the radial
distortion coefficient 𝜅, and the principal point (cx, cy) are plotted as functions
of the number of images that are used for calibration. To obtain this data, 20
images of a calibration target were taken. Then, every possible subset of l images
(l = 2,… , 19) from the 20 images was used to calibrate the camera. The stan-
dard deviations were calculated from the resulting camera parameters when l of
the 20 images were used for the calibration. From Figure 9.106 it is obvious that
the accuracy of the camera parameters increases significantly as the number of
images l increases. This is not surprising when we consider that each image serves
to constrain the parameters. If the images were independent measurements, we
could expect the standard deviation to decrease proportionally to l−0.5. In this par-
ticular example, f decreases roughly proportionally to l−1.5, 𝜅 decreases roughly
proportionally to l−1.1, and cx and cy decrease roughly proportionally to l−1.2, that
is, much faster than l−0.5.

From Figure 9.106, it can also be seen that a comparatively large number of
calibration images is required to determine the camera parameters accurately.
This happens because there are nonnegligible correlations between the camera
parameters, which can only be resolved through multiple independent measure-
ments. To obtain accurate camera parameters, it is important that the calibra-
tion target covers the entire field of view and that it tries to cover the range of
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Figure 9.106 Standard deviations of (a) the principal distance f , (b) the radial distortion
coefficient 𝜅, and (c) the principal point (cx , cy) as functions of the number of images that are
used for calibration.

exterior orientations as well as possible. In particular, 𝜅 can be determined more
accurately if the calibration target is placed into each corner of the image. Fur-
thermore, all parameters can be determined more accurately if the calibration
target covers a large depth range. This can be achieved by turning the calibration
target around its x- and y-axes, and by placing it at different depths relative to the
camera.

We now turn to a discussion of whether changes in the lens settings change
the camera parameters. Figure 9.107 displays the effect of changing the focus
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Figure 9.107 (a) Principal distances and radial distortion coefficients and (b) principal points
for a lens with two different focus settings.
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Figure 9.108 (a) Principal distances and radial distortion coefficients and (b) principal points
for a lens with two different iris diaphragm settings (f -numbers: f∕4 and f∕11).

setting of the lens. Here, a 12.5 mm lens with a 1mm extension tube was used.
The lens was set to the nearest and farthest focal settings. In the near focus set-
ting, the camera was calibrated with a calibration target of size 1 cm × 1 cm, while
for the far focus setting a calibration target of size 3 cm × 3 cm was used. This
resulted in the same size of the calibration target in the focusing plane for both
settings. Care was taken to use images of calibration targets with approximately
the same range of depths and positions in the images. For each setting, 20 images
of the calibration target were taken. To be able to evaluate statistically whether
the camera parameters are different, all 20 subsets of 19 of the 20 images were
used to calibrate the camera. As can be expected from the discussion in Section
4.2, changing the focus will change the principal distance. From Figure 9.107a, we
can see that this clearly is the case. Furthermore, the radial distortion coefficient
𝜅 also changes significantly. From Figure 9.107b, it is also obvious that the princi-
pal point changes. The probability that the two means of the respective principal
points are identical is less than 10−7.

Finally, we examine what can happen when the iris diaphragm on the lens is
changed. To test this, a similar setup as above was used. The camera was set to
f -numbers f ∕4 and f ∕11. For each setting, 20 images of a 3 cm × 3 cm calibration
target were taken. Care was taken to position the calibration targets in similar
positions for the two settings. The lens is an 8.5mm lens with a 1mm extension
tube. Again, all 20 subsets of 19 of the 20 images were used to calibrate the cam-
era. Figure 9.108a displays the principal distance and radial distortion coefficient.
Clearly, the two parameters change in a statistically significant way. Figure 9.108b
also shows that the principal point changes significantly. All parameters have a
probability of being equal that is less than 10−7. The changes in the parameters
mean that there is an overall difference in the point coordinates across the image
diagonal of ≈ 1.5 pixels. Therefore, we can see that changing the f -number on the
lens requires a recalibration, at least for some lenses.

9.10 Stereo Reconstruction

In Sections 9.9 and 9.7.4, we have seen that we can perform very accurate mea-
surements from a single image by calibrating the camera and by determining its
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exterior orientation with respect to a plane in the world. We could then convert
the image measurements to world coordinates within the plane by intersecting
optical rays with the plane. Note, however, that these measurements are still 2D
measurements within the world plane. In fact, from a single image we cannot
reconstruct the 3D geometry of the scene because we can only determine the
optical ray for each point in the image. We do not know at which distance on the
optical ray the point lies in the world. In the approach in Section 9.9.4, we had
to assume a special geometry in the world to be able to determine the distance
of a point along the optical ray. Note that this is not a true 3D reconstruction.
To perform a 3D reconstruction, we must use at least two images of the same
scene taken from different positions. Typically, this is done by simultaneously
taking the images with two cameras. This process is called stereo reconstruc-
tion. In this section, we will examine the case of binocular stereo, that is, we will
concentrate on the two-camera case. Throughout this section, we will assume
that the cameras have been calibrated, that is, their interior orientations and
relative orientation are known. While uncalibrated reconstruction is also pos-
sible [20, 21], the corresponding methods have not yet been used in industrial
applications.

9.10.1 Stereo Geometry

Before we can discuss the stereo reconstruction, we must examine the geometry
of two cameras, as shown in Figure 9.109. Since the cameras are assumed to be
calibrated, we know their interior orientations, that is, their principal points, focal
lengths (more precisely, their principal distances, that is, the distance between the
image plane and the projection center), pixel size, and distortion coefficient(s). In
Figure 9.109, the principal points are shown by the points C1 and C2 in the first
and second image, respectively. Furthermore, the projection centers are shown
by the points O1 and O2. The dashed line between the projection centers and
principal points shows the principal distances. Note that, since the image planes
physically lie behind the projection centers, the image is turned upside down.
Consequently, the origin of the ICS lies in the lower right corner, with the row

Pw

O1
O2

C1
P1 C2

P2

Base

Relative orientation
Rr, Tr

Camera 2
Camera 1

Figure 9.109 Stereo geometry of two cameras.
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axis pointing upward and the column axis pointing leftward. The CCS axes are
defined such that the x-axis points to the right, the y-axis points downwards, and
the z-axis points forward from the image plane, that is, along the viewing direc-
tion. The position and orientation of the two cameras with respect to each other
are given by the relative orientation, which is a rigid 3D transformation speci-
fied by the rotation matrix Rr and the translation vector Tr . It can be interpreted
either as the transformation of the camera coordinate system of the first camera
into the CCS of the second camera or as a transformation that transforms point
coordinates in the camera coordinate system of the second camera into point
coordinates of the CCS of the first camera: Pc1 = RrPc2 + Tr . The translation vec-
tor Tr , which specifies the translation between the two projection centers, is also
called the base. With this, we can see that a point Pw in the world is mapped to a
point P1 in the first image and to a point P2 in the second image. If there are no
lens distortions (which we will assume for the moment), the points Pw, O1, O2,
P1, and P2 all lie in a single plane.

To calibrate the stereo system, we can extend the method of Section 9.9.3 as
follows. Let Mi denote the positions of the calibration marks. We extract their
projections in both images with the methods described in Section 9.9.3. Let us
denote the projection of the centers of the marks in the first set of calibration
images by mi,j,1 and in the second set by mi,j,2. Furthermore, let us denote the
camera parameters by a vector c. The camera parameters c include the interior
orientation of the first and second camera, the exterior orientation of the l calibra-
tion targets in the second image, and the relative orientation of the two cameras.
From the above discussion of the relative orientation, it follows that these param-
eters determine the mappings 𝜋1(Mi, c) and 𝜋2(Mi, c) into the first and second
images completely. Hence, to calibrate the stereo system, the following optimiza-
tion problem must be solved:

d(c) =
l∑

j=1

k∑

i=1
∥mi,j,1 − 𝜋1(Mi, c)∥2+ ∥mi,j,2 − 𝜋2(Mi, c)∥2 → min (9.143)

To illustrate the relative orientation and the stereo calibration, Figure 9.110
shows an image pair taken from a sequence of 15 image pairs that were used
to calibrate a binocular stereo system. The calibration returns a translation
vector of (0.1534 m, − 0.0037 m, 0.0449 m) between the cameras, that is, the
second camera is 15.34 cm to the right, 0.37 cm above, and 4.49 cm in front
of the first camera, expressed in the camera coordinates of the first camera.
Furthermore, the calibration returns a rotation angle of 40.1139∘ around the axis
(−0.0035, 1.0000, 0.0008), that is, almost around the vertical y-axis of the CCS.
Hence, the cameras are verging inward, like in Figure 9.109.

To reconstruct 3D points, we must find the corresponding points in the two
images. “Corresponding” means that the two points P1 and P2 in the images
belong to the same point Pw in the world. At first, it might seem that, given a
point P1 in the first image, we would have to search in the entire second image
for the corresponding point P2. Fortunately, this is not the case. In Figure 9.109,
we already noted that the points Pw, O1, O2, P1, and P2 all lie in a single plane. The
situation of trying to find a corresponding point for P1 is shown in Figure 9.111.
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Figure 9.110 One image pair taken from a sequence of 15 image pairs that are used to
calibrate a binocular stereo system. The calibration returns a translation vector (base) of
(0.1534 m, − 0.0037 m, 0.0449 m) between the cameras and a rotation angle of 40.1139∘
around the axis (−0.0035, 1.0000, 0.0008), that is, almost around the y-axis of the camera
coordinate system. Hence, the cameras are verging inward.

Pw

O2

O1

P1

P2

Figure 9.111 Epipolar geometry of two cameras. Given the point P1 in the first image, the
point P2 in the second image can only lie on the epipolar line of P1, which is the projection of
the epipolar plane spanned by P1, O1, and O2 onto the second image.

We can note that we know P1, O1, and O2. We do not know at which distance
the point Pw lies on the optical ray defined by P1 and O1. However, we know that
Pw is coplanar with the plane spanned by P1, O1, and O2 (the epipolar plane).
Hence, we can see that the point P2 can only lie on the projection of the epipolar
plane onto the second image. Since O2 lies on the epipolar plane, the projection
of the epipolar plane is a line called the epipolar line.

It is obvious that the above construction is symmetric for both images, as shown
in Figure 9.112. Hence, given a point P2 in the second image, the correspond-
ing point can only lie on the epipolar line in the first image. Furthermore, from
Figure 9.112, we can see that different points typically define different epipolar
lines. We can also see that all epipolar lines of one image intersect at a single
point called the epipole. The epipoles are the projections of the opposite projec-
tive centers onto the respective image. Note that, since all epipolar planes contain
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Figure 9.112 The epipolar geometry is symmetric between the two images. Furthermore,
different points typically define different epipolar lines. All epipolar lines intersect at the
epipoles E1 and E2, which are the projections of the opposite projective centers onto the
respective image.

O1 and O2, the epipoles lie on the line defined by the two projection centers (the
base line).

Figure 9.113 shows an example of the epipolar lines. The stereo geometry is
identical to Figure 9.110. The images show a PCB. In Figure 9.113a, four points are
marked. They have been selected manually to lie at the tips of the triangles on the

(a) (b)

(c) (d)

Figure 9.113 Stereo image pair of a PCB. (a) Four points marked in the first image. (b)
Corresponding epipolar lines in the second image. (c) Detail of (a). (d) Detail of (b). The four
points in (a) have been selected manually at the tips of the triangles on the four small ICs. Note
that the epipolar lines pass through the tips of the triangles in the second image.
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Figure 9.114 Because of lens
distortions, the epipolar lines are
generally not straight. The image
shows the same image as
Figure 9.113b. The zoom has been set
so that the epipole is shown in addition
to the image. The aspect ratio has been
chosen so that the curvature of the
epipolar lines is clearly visible.

four small ICs, as shown in the detailed view in Figure 9.113c. The corresponding
epipolar lines in the second image are shown in Figure 9.113b,d. Note that the
epipolar lines pass through the tips of the triangles in the second image.

As noted previously, we have so far assumed that the lenses have no distortions.
In reality, this is very rarely true. In fact, by looking closely at Figure 9.113b, we can
already perceive a curvature in the epipolar lines because the camera calibration
has determined the radial distortion coefficient for us. If we set the displayed
image part as in Figure 9.114, we can clearly see the curvature of the epipolar
lines in real images. Furthermore, we can see the epipole of the image clearly.

From the above discussion, we can see that the epipolar lines are different for
different points. Furthermore, because of lens distortions, they typically are not
even straight. This means that, when we try to find corresponding points, we
must compute a new, complicated epipolar line for each point that we are try-
ing to match, typically for all points in the first image. The construction of the
curved epipolar lines would be much too time consuming for real-time appli-
cations. Hence, we can ask ourselves whether the construction of the epipolar
lines can be simplified for particular stereo geometries. This is indeed the case
for the stereo geometry shown in Figure 9.115. Here, both image planes lie in
the same plane and are vertically aligned. Furthermore, it is assumed that there

Pw

E1

E2

P1
P2

Figure 9.115 The epipolar standard geometry is obtained if both image planes lie in the same
plane and are vertically aligned. Furthermore, it is assumed that there are no lens distortions.
In this geometry, the epipolar line for a point is simply the line that has the same row
coordinate as the point, that is, the epipolar lines are horizontal and vertically aligned.
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Figure 9.116 Transformation of a stereo configuration into the epipolar standard geometry.

are no lens distortions. Note that this implies that the two principal distances are
identical, that the principal points have the same row coordinate, that the images
are rotated such that the column axis is parallel to the base, and that the relative
orientation contains only a translation in the x direction and no rotation. Since
the image planes are parallel to each other, the epipoles lie infinitely far away on
the base line. It is easy to see that this stereo geometry implies that the epipo-
lar line for a point is simply the line that has the same row coordinate as the
point, that is, the epipolar lines are horizontal and vertically aligned. Hence, they
can be computed without any overhead at all. Since almost all stereo matching
algorithms assume this particular geometry, we can call it the epipolar standard
geometry.

While the epipolar standard geometry results in very simple epipolar lines, it is
extremely difficult to align real cameras into this configuration. Furthermore, it is
quite difficult and expensive to obtain distortion-free lenses. Fortunately, almost
any stereo configuration can be transformed into the epipolar standard geometry,
as indicated in Figure 9.116 [77]. The only exceptions are if an epipole happens
to lie within one of the images. This typically does not occur in practical stereo
configurations. The process of transforming the images to the epipolar standard
geometry is called image rectification. To rectify the images, we need to construct
two new image planes that lie in the same plane. To keep the 3D geometry iden-
tical, the projective centers must remain at the same positions in space, that is,
Or1 = O1 and Or2 = O2. Note, however, that we need to rotate the CCSs such that
their x-axes become identical to the base line. Furthermore, we need to construct
two new principal points Cr1 and Cr2. Their connecting vector must be parallel
to the base. Furthermore, the vectors from the principal points to the projection
centers must be perpendicular to the base. This leaves us two degrees of free-
dom. First of all, we must choose a common principal distance. Second, we can
rotate the common plane in which the image planes lie around the base. These
parameters can be chosen by requiring that the image distortion should be mini-
mized [77]. The image dimensions are then typically chosen such that the original
images are completely contained within the rectified images. Of course, we must
also remove the lens distortions in the rectification.

To obtain the gray value for a pixel in the rectified image, we construct the opti-
cal ray for this pixel and intersect it with the original image plane. This is shown,
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(a) (b)

(c) (d)

Figure 9.117 Example of the rectification of a stereo image pair. The images in (a) and (b) have
the same relative orientation as those in Figure 9.110. The rectified images are shown in (c)
and (d). Note the trapezoidal shape of the rectified images, which is caused by the verging
cameras. Also note that the rectified images are slightly wider than the original images.

for example, for the points Pr1 and P1 in Figure 9.116. Since this typically results
in subpixel coordinates, the gray values must be interpolated with the techniques
described in Section 9.3.3.

While it may seem that image rectification is a very time-consuming process,
the entire transformation can be computed once offline and stored in a table.
Hence, images can be rectified very efficiently online.

Figure 9.117 shows an example of image rectification. The input image pair is
shown in Figure 9.117a,b. The images have the same relative orientation as the
images in Figure 9.110. The principal distances of the cameras are 13.05 mm and
13.16 mm, respectively. Both images have dimensions 320 × 240. Their princi-
pal points are (155.91, 126.72) and (163.67, 119.20), that is, they are very close
to the image center. Finally, the images have a slight barrel-shaped distortion.
The rectified images are shown in Figure 9.117c,d. Their relative orientation is
given by the translation vector (0.1599 m, 0 m, 0 m). As expected, the translation
is solely along the x-axis. Of course, the length of the translation vector is iden-
tical to that in Figure 9.110, since the position of the projective centers has not
changed. The new principal distance of both images is 12.27mm. The new princi-
pal points are given by (−88.26, 121.36) and (567.38, 121.36). As can be expected
from Figure 9.116, they lie well outside the rectified images. Also, as expected,
the row coordinates of the principal points are identical. The rectified images
have dimensions 336 × 242 and 367 × 242, respectively. Note that they exhibit a
trapezoidal shape that is characteristic of the verging camera configuration. The
barrel-shaped distortion has been removed from the images. Clearly, the epipolar
lines are horizontal in both images.
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Figure 9.118 Reconstruction
of the depth z of a point
depends only on the disparity
d = c2 − c1 of the points, that
is, the difference of the
column coordinates in the
rectified images.
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Apart from the fact that rectifying the images results in a particularly simple
structure for the epipolar lines, it also results in a very simple reconstruction of
the depth, as shown in Figure 9.118. In this figure, the stereo configuration is
displayed as viewed along the direction of the row axis of the images, that is, the
y-axis of the camera coordinate system. Hence, the image planes are shown as the
lines at the bottom of the figure. The depth of a point is quite naturally defined
as its z coordinate in the camera coordinate system. By examining the similar
triangles O1O2Pw and P1P2Pw, we can see that the depth of Pw depends only on
the difference of the column coordinates of the points P1 and P2 as follows. From
the similarity of the triangles, we have z∕b = (z + f )∕(dw + b). Hence, the depth
is given by z = bf ∕dw. Here, b is the length of the base, f is the principal distance,
and dw is the sum of the signed distances of the points P1 and P2 to the principal
points C1 and C2. Since the coordinates of the principal points are given in pixels,
but dw is given in world units, for example, meters, we have to convert dw to pixel
coordinates by scaling it with the size of the pixels in the x direction: dp = dw∕sx.
Now, we can easily see that dp = (cx1 − c1) + (c2 − cx2), where c1 and c2 denote the
column coordinates of the points P1 and P2, while cx1 and cx2 denote the column
coordinates of the principal points. Rearranging the terms, we find

dp = (cx1 − cx2) + (c2 − c1) (9.144)

Since cx1 − cx2 is constant for all points and known from the calibration and recti-
fication, we can see that the depth z depends only on the difference of the column
coordinates d = c2 − c1. This difference is called the disparity. Hence, we can see
that, to reconstruct the depth of a point, we must determine its disparity.

9.10.2 StereoMatching

As we have seen in the previous section, the main step in the stereo reconstruc-
tion is the determination of the disparity of each point in one of the images,
typically the first image. Since one calculates, or at least attempts to calculate,
a disparity for each point, these algorithms are called dense reconstruction algo-
rithms. It should be noted that there is another class of algorithms that only try to
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reconstruct the depth for selected features, for example, straight lines or points.
Since these algorithms typically require expensive feature extraction, they are
seldom used in industrial applications. Therefore, we will concentrate on dense
reconstruction algorithms.

Reviews of dense stereo reconstruction algorithms published until 2002 are
given in [78, 79]. Since then, many new stereo algorithms have been published.
Evaluations of newly proposed algorithms are constantly updated on various
stereo vision benchmark web sites (see, e.g., [80, 81]). While many of these
algorithms offer stereo reconstructions of somewhat better quality than the
algorithms we will discuss in the following, they also often are much too slow or
have too demanding memory requirements for industrial applications.

Since the goal of dense reconstruction is to find the disparity for each point
in the image, the determination of the disparity can be regarded as a template
matching problem. Given a rectangular window of size (2n + 1) × (2n + 1)
around the current point in the first image, we must find the most similar
window along the epipolar line in the second image. Hence, we can use the
techniques that will be described in greater detail in Section 9.11 to match
a point. The gray value matching methods described in Section 9.11.1 are of
particular interest because they do not require a costly model generation step,
which would have to be performed for each point in the first image. Therefore,
the gray value matching methods typically are the fastest methods for stereo
reconstruction. The simplest similarity measures are the SAD (sum of absolute
gray value differences) and SSD (sum of squared gray value differences) measures
described later (see equations (9.149) and (9.150)). For the stereo matching
problem, they are given by

SAD(r, c, d) = 1
(2n + 1)2

n∑

i=−n

n∑

j=−n
|g1(r + i, c + j) − g2(r + i, c + j + d)|

(9.145)

and

SSD(r, c, d) = 1
(2n + 1)2

n∑

i=−n

n∑

j=−n
(g1(r + i, c + j) − g2(r + i, c + j + d))2

(9.146)

As will be discussed in Section 9.11.1, these two similarity measures can be com-
puted very quickly. Fast implementations for stereo matching using the SAD are
given in [82, 83]. Unfortunately, these similarity measures have the disadvantage
that they are not robust against illumination changes, which frequently happen
in stereo reconstruction because of the different viewing angles along the optical
rays. One way to deal with this problem is to perform a suitable preprocessing
of the stereo images to remove illumination variations [84]. The preprocessing,
however, is rarely invariant to arbitrary illumination changes. Consequently, in
some applications it may be necessary to use the normalized cross-correlation
(NCC) described later (see equation (9.151)) as the similarity measure, which has
been shown to be robust to a very large range of illumination changes that can
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occur in stereo reconstruction [84]. For the stereo matching problem, it is given
by

NCC(r, c, d) = 1
(2n + 1)2

n∑

i=−n

n∑

j=−n

g1(r + i, c + j) − m1(r + i, c + j)
√

s2
1(r + i, c + j)

⋅
g2(r + i, c + j + d) − m2(r + i, c + j + d)

√

s2
2(r + i, c + j + d)

(9.147)

Here, mi and si (i = 1, 2) denote the mean and standard deviation of the window in
the first and second images. They are calculated similar to their template match-
ing counterparts in equations (9.152) and (9.153). The advantage of NCC is that
it is invariant against linear illumination changes. However, it is more expensive
to compute.

From the above discussion, it might appear that, to match a point, we would
have to compute the similarity measure along the entire epipolar line in the
second image. Fortunately, this is not the case. Since the disparity is inversely
related to the depth of a point, and we typically know in which range of distances
the objects we are interested in occur, we can restrict the disparity search
space to a much smaller interval than the entire epipolar line. Hence, we have
d ∈ [dmin, dmax], where dmin and dmax can be computed from the minimum and
maximum expected distance in the images. Therefore, the length of the disparity
search space is given by l = dmax − dmin + 1.

After we have computed the similarity measure for the disparity search space
for a point to be matched, we might be tempted to simply use the disparity
with the minimum (SAD and SSD) or maximum (NCC) similarity measure
as the match for the current point. However, this typically will lead to many
false matches, since some windows may not have a good match in the second
image. In particular, this happens if the current point is occluded because of
perspective effects in the second image. Therefore, it is necessary to threshold
the similarity measure, that is, to accept matches only if their similarity measure
is below (SAD and SSD) or above (NCC) a threshold. Obviously, if we perform
this thresholding, some points will not have a reconstruction, and consequently
the reconstruction will not be completely dense.

With the above search strategy, the matching process has a complexity of
O(whln2). This is much too expensive for real-time performance. Fortunately, it
can be shown that with a clever implementation the above similarity measures
can be computed recursively. With this, the complexity can be made independent
of the window size n, and becomes O(whl). With this, real-time performance
becomes possible. The interested reader is referred to [85] for details.

Once we have computed the match with an accuracy of one disparity step from
the extremum (minimum or maximum) of the similarity measure, the accuracy
can be refined with an approach similar to the subpixel extraction of matches that
will be described in Section 9.11.3. Since the search space is one dimensional in
the stereo matching, a parabola can be fitted through the three points around
the extremum, and the extremum of the parabola can be extracted analytically.
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(a) (b) (c)

Figure 9.119 Distance reconstructed for the rectified image pair in Figure 9.117c,d with the
NCC. (a) Window size 3 × 3. (b) Window size 17 × 17. (c) Window size 31 × 31. White areas
correspond to the points that could not be matched because the similarity was too small.

Obviously, this will also result in a more accurate reconstruction of the depth of
the points.

To perform stereo matching, we need to set one parameter: the size of the gray
value windows n. It has a major influence on the result of the matching, as shown
by the reconstructed depths in Figure 9.119. Here, window sizes of 3 × 3, 17 × 17,
and 31 × 31 have been used with the NCC as the similarity measure. We can
see that, if the window size is too small, many erroneous results will be found,
despite the fact that a threshold of 0.4 has been used to select good matches. This
happens because the matching requires a sufficiently distinctive texture within
the window. If the window is too small, the texture is not distinctive enough,
leading to erroneous matches. From Figure 9.119b, we see that the erroneous
matches are mostly removed by the 17 × 17 window. However, because there is
no texture in some parts of the image, especially in the lower left corners of the
two large ICs, some parts of the image cannot be reconstructed. Note also that
the areas of the leads around the large ICs are broader than in Figure 9.119a. This
happens because the windows now straddle height discontinuities in a larger part
of the image. Since the texture of the leads is more significant than the texture on
the ICs, the matching finds the best matches at the depth of the leads. To fill the
gaps in the reconstruction, we could try to increase the window size further, since
this leads to more positions in which the windows have a significant texture. The
result of setting the window size to 31 × 31 is shown in Figure 9.119c. Note that
now most of the image can be reconstructed. Unfortunately, the lead area has
broadened even more, which is undesirable.

From the above example, we can see that too small window sizes lead to many
erroneous matches. In contrast, larger window sizes generally lead to fewer erro-
neous matches and a more complete reconstruction in areas with little texture.
Furthermore, larger window sizes lead to a smoothing of the result, which may
sometimes be desirable. However, larger window sizes lead to worse results at
height discontinuities, which effectively limits the window sizes that can be used
in practice.

Despite the fact that larger window sizes generally lead to fewer erroneous
matches, they typically cannot be excluded completely based on the window size
alone. Therefore, additional techniques are sometimes desirable to reduce the
number of erroneous matches even further. An overview of methods to detect
unreliable and erroneous matches is given in [86].
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(a) (b) (c)

Figure 9.120 Increasing levels of robustness of the stereo matching. (a) Standard matching
from the first to the second image with a window size of 17 × 17 using the NCC. (b) Result of
requiring that the standard deviations of the windows is ≥5. (c) Result of performing the check
where matching from the second to the first image results in the same disparity.

Erroneous matches occur mainly for two reasons: weak texture and occlusions.
Erroneous matches caused by weak texture can sometimes be eliminated based
on the matching score. However, in general it is best to exclude windows with
weak texture a priori from the matching. Whether a window contains a weak
texture can be decided on the basis of the output of a texture filter. Typically, the
standard deviation of the gray values within the window is used as the texture
filter. It has the advantage that it is computed in the NCC anyway, while it can
be computed with just a few extra operations in the SAD and SSD. Therefore, to
exclude windows with weak textures, we require that the standard deviation of
the gray values within the window should be large.

The second reason why erroneous matches can occur are perspective occlu-
sions, which, for example, occur at height discontinuities. To remove these errors,
we can perform a consistency check that works as follows. First, we find the match
from the first to the second image as usual. We then check whether matching
the window around the match in the second image results in the same disparity,
that is, finds the original point in the first image. If this is implemented naively,
the runtime increases by a factor of 2. Fortunately, with a little extra bookkeeping
the disparity consistency check can be performed with very few extra operations,
since most of the required data have already been computed during the matching
from the first to the second image.

Figure 9.120 shows the results of the different methods to increase robustness.
For comparison, Figure 9.120a displays the result of the standard matching from
the first to the second image with a window size of 17 × 17 using the NCC. The
result of applying a texture threshold of 5 is shown in Figure 9.120b. It mainly
removes untextured areas on the two large ICs. Figure 9.120c shows the result of
applying the disparity consistency check. Note that it mainly removes matches in
the areas where occlusions occur.

9.11 Template Matching

In the previous sections, we have discussed various techniques that can be com-
bined to write algorithms to find objects in an image. While these techniques can
in principle be used to find any kind of object, writing a robust recognition algo-
rithm for a particular type of object can be quite cumbersome. Furthermore, if the
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objects to be recognized change frequently, a new algorithm must be developed
for each type of object. Therefore, a method to find any kind of object that can be
configured simply by showing the system a prototype of the class of objects to be
found would be extremely useful.

The above goal can be achieved by template matching. Here, we describe the
object to be found by a template image. Conceptually, the template is found in
the image by computing the similarity between the template and the image for all
relevant poses of the template. If the similarity is high, an instance of the template
has been found. Note that the term “similarity” is used here in a very general
sense. We will see below that it can be defined in various ways, for example, based
on the gray values of the template and the image, or based on the closeness of
template edges to image edges.

Template matching can be used for several purposes. First of all, it can be
used to perform completeness checks. Here, the goal is to detect the presence or
absence of the object. Furthermore, template matching can be used for object
discrimination, that is, to distinguish between different types of objects. In most
cases, however, we already know which type of object is present in the image.
In these cases, template matching is used to determine the pose of the object
in the image. If the orientation of the objects can be fixed mechanically, the
pose is described by a translation. In most applications, however, the orientation
cannot be fixed completely, if at all. Therefore, often the orientation of the object,
described by rotation, must also be determined. Hence, the complete pose of the
object is described by a translation and a rotation. This type of transformation is
called a rigid transformation. In some applications, additionally, the size of the
objects in the image can change. This can happen if the distance of the objects
to the camera cannot be kept fixed, or if the real size of the objects can change.
Hence, a uniform scaling must be added to the pose in these applications. This
type of pose (translation, rotation, and uniform scaling) is called a similarity
transformation. If even the 3D orientation of the camera with respect to the
objects can change and the objects to be recognized are planar, the pose is
described by a projective transformation (see Section 9.3.2). Consequently,
for the purposes of this chapter, we can regard the pose of the objects as a
specialization of an affine or projective transformation.

In most applications, a single object is present in the search image. Therefore,
the goal of template matching is to find this single instance. In some applications,
more than one object is present in the image. If we know a priori how many
objects are present, we want to find exactly this number of objects. If we do not
have this knowledge, we typically must find all instances of the template in the
image. In this mode, one of the goals is also to determine how many objects are
present in the image.

9.11.1 Gray-Value-Based Template Matching

In this section, we will examine the simplest kind of template matching algo-
rithms, which are based on the raw gray values in the template and the image.
As mentioned previously, template matching is based on computing a similar-
ity between the template and the image. Let us formalize this notion. For the
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moment, we will assume that the object’s pose is described by a translation. The
template is specified by an image t(r, c) and its corresponding ROI T . To perform
the template matching, we can visualize moving the template over all positions
in the image and computing a similarity measure s at each position. Hence, the
similarity measure s is a function that takes the gray values in the template t(r, c)
and the gray values in the shifted ROI of the template at the current position in
the image f (r + u, c + 𝑣) and calculates a scalar value that measures the similarity
based on the gray values within the respective ROI. With this approach, a simi-
larity measure is returned for each point in the transformation space, which for
translations can be regarded as an image. Hence, formally, we have

s(r, c) = s{t(u, 𝑣), f (r + u, c + 𝑣); (u, 𝑣) ∈ T} (9.148)

To make this abstract notation concrete, we will discuss several possible
gray-value-based similarity measures [87].

The simplest similarity measures are to sum the absolute or squared gray
value differences between the template and the image (SAD and SSD). They are
given by

SAD(r, c) = 1
n

∑

(u,𝑣)∈T
|t(u, 𝑣) − f (r + u, c + 𝑣)| (9.149)

and

SSD(r, c) = 1
n

∑

(u,𝑣)∈T
(t(u, 𝑣) − f (r + u, c + 𝑣))2 (9.150)

In both cases, n is the number of points in the template ROI, that is, n = |T|.
Note that both similarity measures can be computed very efficiently with just
two operations per pixel. These similarity measures have similar properties: if
the template and the image are identical, they return a similarity measure of 0. If
the image and template are not identical, a value greater than 0 is returned. As
the dissimilarity increases, the value of the similarity measure increases. Hence,
in this case the similarity measure should probably be better called a dissimilarity
measure. To find instances of the template in the search image, we can threshold
the similarity image SAD(r, c) with a certain upper threshold. This typically gives
us a region that contains several adjacent pixels. To obtain a unique location for
the template, we must select the local minima of the similarity image within each
connected component of the thresholded region.

Figure 9.121 shows a typical application for template matching. Here, the goal
is to locate the position of a fiducial mark on a PCB. The ROI used for the tem-
plate is displayed in Figure 9.121a. The similarity computed with the sum of the
SAD, given by equation (9.149), is shown in Figure 9.121b. For this example, the
SAD was computed with the same image from which the template was generated.
If the similarity is thresholded with a threshold of 20, only a region around the
position of the fiducial mark is returned (Figure 9.121c). Within this region, the
local minimum of the SAD must be computed (not shown) to obtain the position
of the fiducial mark.

The SAD and SSD similarity measures work very well as long as the illumination
can be kept constant. However, if the illumination can change, they both return
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(a) (b) (c)

Figure 9.121 (a) Image of a PCB with a fiducial mark, which is used as the template (indicated
by the white rectangle). (b) SAD computed with the template in (a) and the image in (a). (c)
Result of thresholding (b) with a threshold of 20. Only a region around the fiducial is selected.

(a) (b) (c)

(d) (e) (f)

Figure 9.122 (a) Image of a PCB with a fiducial mark with a lower contrast. (b) SAD computed
with the template in Figure 9.121a and the image in (a). (c) Result of thresholding (b) with a
threshold of 35. (d) Image of a PCB with a fiducial mark with higher contrast. (e) SAD
computed with the template of Figure 9.121a and the image in (d). (f ) Result of thresholding
(e) with a threshold of 35. In both cases, it is impossible to select a threshold that returns only
the region of the fiducial mark.

larger values, even if the same object is contained in the image, because the gray
values are no longer identical. This effect is illustrated in Figure 9.122. Here, a
darker and brighter image of the fiducial mark are shown. They were obtained
by adjusting the illumination intensity. The SAD computed with the template of
Figure 9.121a is displayed in Figure 9.122b,e. The result of thresholding them with
a threshold of 35 is shown in Figure 9.122c,f. The threshold was chosen such that
the true fiducial mark is extracted in both cases. Note that, because of the contrast
change, many extraneous instances of the template have been found.

As we can see from the above examples, the SAD and SSD similarity measures
work well as long as the illumination can be kept constant. In applications where
this cannot be ensured, a different kind of similarity measure is required. Ide-
ally, this similarity measure should be invariant to all linear illumination changes
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(see Section 9.2.1). A similarity measure that achieves this is the NCC, given by

NCC(r, c) = 1
n

∑

(u,𝑣)∈T

t(u, 𝑣) − mt
√

s2
t

⋅
f (r + u, c + 𝑣) − mf (r, c)

√
s2

f (r, c)
(9.151)

Here, mt is the mean gray value of the template and s2
t is the variance of the gray

values, that is,

mt =
1
n

∑

(u,𝑣)∈T
t(u, 𝑣)

s2
t = 1

n
∑

(u,𝑣)∈T
(t(u, 𝑣) − mt)2

(9.152)

Analogously, mf (r, c) and s2
f (r, c) are the mean value and variance in the image at

a shifted position of the template ROI:

mf (r, c) =
1
n

∑

(u,𝑣)∈T
f (r + u, c + 𝑣)

s2
f (r, c) =

1
n

∑

(u,𝑣)∈T
( f (r + u, c + 𝑣) − mf (r, c))2

(9.153)

The NCC has a very intuitive interpretation. First of all, we should note that −1 ≤
NCC(r, c) ≤ 1. Furthermore, if NCC(r, c) = ±1, the image is a linearly scaled ver-
sion of the template:

NCC(r, c) = ±1 ⇔ f (r + u, c + 𝑣) = at(u, 𝑣) + b (9.154)

For NCC(r, c) = 1, we have a > 0, that is, the template and the image have the
same polarity; while NCC(r, c) = −1 implies that a < 0, that is, the polarity of the
template and image are reversed. Note that this property of the NCC implies the
desired invariance against linear illumination changes. The invariance is achieved
by explicitly subtracting the mean gray values, which cancels additive changes,
and by dividing by the standard deviation of the gray values, which cancels mul-
tiplicative changes.

While the template matches the image perfectly only if NCC(r, c) = ±1, large
absolute values of the NCC generally indicate that the template closely corre-
sponds to the image part under examination, while values close to zero indicate
that the template and image do not correspond well.

Figure 9.123 displays the results of computing the NCC for the template in
Figure 9.121a (reproduced in Figure 9.123a). The NCC is shown in Figure 9.123b,
while the result of thresholding the NCC with a threshold of 0.75 is shown in
Figure 9.123c. This selects only a region around the fiducial mark. In this region,
the local maximum of the NCC must be computed to derive the location of the
fiducial mark (not shown). The results for the darker and brighter images in
Figure 9.122 are not shown because they are virtually indistinguishable from the
results in Figure 9.123b,c.

In the above discussion, we have assumed that the similarity measures must be
evaluated completely for every translation. This is, in fact, unnecessary, since the
result of calculating the similarity measure will be thresholded with a threshold
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(a) (b) (c)

Figure 9.123 (a) Image of a PCB with a fiducial mark, which is used as the template (indicated
by the white rectangle). This is the same image as in Figure 9.121a. (b) NCC computed with the
template in (a) and the image in (a). (c) Result of thresholding (b) with a threshold of 0.75. The
results for the darker and brighter images in Figure 9.122 are not shown because they are
virtually indistinguishable from the results in (b) and (c).

ts later on. For example, thresholding the SAD in equation (9.149) means that we
require

SAD(r, c) = 1
n

n∑

i=1
|t(ui, 𝑣i) − f (r + ui, c + 𝑣i)| ≤ ts (9.155)

Here, we have explicitly numbered the points (u, 𝑣) ∈ T by (ui, 𝑣i). We can mul-
tiply both sides by n to obtain

SAD′(r, c) =
n∑

i=1
|t(ui, 𝑣i) − f (r + ui, c + 𝑣i)| ≤ nts (9.156)

Suppose we have already evaluated the first j terms in the sum in equation (9.156).
Let us call this partial result SAD′

j (r, c). Then, we have

SAD′(r, c) = SAD′
j (r, c) +

n∑

i=j+1
|t(ui, 𝑣i) − f (r + ui, c + 𝑣i)|

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

≥0

≤ nts (9.157)

Hence, we can stop the evaluation as soon as SAD′
j (r, c) > nts, because we are cer-

tain that we can no longer achieve the threshold. If we are looking for a maximum
number of m instances of the template, we can even adapt the threshold ts based
on the instance with the mth best similarity found so far. For example, if we are
looking for a single instance with ts = 20 and we have already found a candidate
with SAD(r, c) = 10, we can set ts = 10 for the remaining poses that need to be
checked. Of course, we need to calculate the local minima of SAD(r, c) and use
the corresponding similarity values to ensure that this approach works correctly
if more than one instance should be found.

For the NCC, there is no simple criterion to stop the evaluation of the terms.
Of course, we can use the fact that the mean mt and standard deviation

√

s2
t of

the template can be computed once offline because they are identical for every
translation of the template. The only other optimization we can make, analogous
to the SAD, is that we can adapt the threshold ts based on the matches we have
found so far [88].
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The above stopping criteria enable us to stop the evaluation of the similarity
measure as soon as we are certain that the threshold can no longer be reached.
Hence, they prune unwanted parts of the space of allowed poses. It is interesting
to note that improvements for the pruning of the search space are still actively
being investigated. For example, in [88] further optimizations for the pruning of
the search space when using the NCC are discussed. In [89] and [90], strategies
for pruning the search space when using SAD or SSD are discussed. They rely on
transforming the image into a representation in which a large portion of the SAD
and SSD can be computed with very few evaluations so that the above stopping
criteria can be reached as soon as possible.

9.11.2 Matching Using Image Pyramids

The evaluation of the similarity measures on the entire image is very time con-
suming, even if the stopping criteria discussed above are used. If they are not
used, the runtime complexity is O(whn), where w and h are the width and height
of the image and n is the number of points in the template. The stopping criteria
typically result in a constant factor for the speed-up, but do not change the com-
plexity. Therefore, a method to further speed up the search is necessary to be able
to find the template in real time.

To derive a faster search strategy, we note that the runtime complexity of the
template matching depends on the number of translations, that is, poses, that
need to be checked. This is the O(wh) part of the complexity. Furthermore, it
depends on the number of points in the template. This is the O(n) part. There-
fore, to gain a speed-up, we can try to reduce the number of poses that need to be
checked as well as the number of template points. Since the templates typically
are large, one way to do this would be to take into account only every ith point of
the image and template in order to obtain an approximate pose of the template,
which could later be refined by a search with a finer step size around the approxi-
mate pose. This strategy is identical to subsampling the image and template. Since
subsampling can cause aliasing effects (see Sections 9.2.4 and 9.3.3), this is not a
very good strategy because we might miss instances of the template because of
the aliasing effects. We have seen in Section 9.3.3 that we must smooth the image
to avoid the aliasing effects. Furthermore, typically it is better to scale the image
down multiple times by a factor of 2 than only once by a factor of i > 2. Scal-
ing down the image (and template) multiple times by a factor of 2 creates a data
structure that is called an image pyramid. Figure 9.124 displays why the name was
chosen: we can visualize the smaller versions of the image stacked on top of each
other. Since their width and height are halved in each step, they form a pyramid.

When constructing the pyramid, speed is essential. Therefore, the smoothing
is performed by applying a 2 × 2 mean filter, that is, by averaging the gray value
of each 2 × 2 block of pixels [91]. The smoothing could also be performed by a
Gaussian filter [92]. Note, however, that, in order to avoid the introduction of
unwanted shifts into the image pyramid, the Gaussian filter must have an even
mask size. Therefore, the smallest mask size would be a 4 × 4 filter. Hence, using
the Gaussian filter would incur a severe speed penalty in the construction of the
image pyramid. Furthermore, the 2 × 2 mean filter does not have the frequency
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Level 1

Level 2

Level 3

Level 4 Figure 9.124 An image pyramid is
constructed by successively
halving the resolution of the
image and combining 2 × 2
blocks of pixels in a higher
resolution into a single pixel at the
next lower resolution.

(a) (b)

(c) (d)

Figure 9.125 (a)–(d) Image pyramid levels 2–5 of the image in Figure 9.121a. Note that in level
5 the fiducial mark can no longer be discerned from the BGA pads.

response problems that the larger versions of the filter have (see Section 9.2.3). In
fact, it drops off smoothly toward a zero response for the highest frequencies, like
the Gaussian filter. Finally, it simulates the effects of a perfect camera with a fill
factor of 100%. Therefore, the mean filter is the preferred filter for constructing
image pyramids.

Figure 9.125 displays the image pyramid levels 2–5 of the image in
Figure 9.121a. We can see that on levels 1–4 the fiducial mark can still be
discerned from the BGA pads. This is no longer the case on level 5. Therefore, if
we want to find an approximate location of the template, we can start the search
on level 4.
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(a) (b)

(c) (d)

Figure 9.126 (a)–(d) Image pyramid levels 1–4 of an image of a PCB. Note that in level 4 all the
tracks are merged into large components with identical gray values because of the smoothing
that is performed when the pyramid is constructed.

The above example produces the expected result: the image is progressively
smoothed and subsampled. The fiducial mark we are interested in can no longer
be recognized as soon as the resolution becomes too low. Sometimes, however,
creating an image pyramid can produce results that are unexpected at first glance.
One example of this behavior is shown in Figure 9.126. Here, the image pyra-
mid levels 1–4 of an image of a PCB are shown. We can see that on pyramid
level 4 all the tracks are suddenly merged into large components with identical
gray values. This happens because of the smoothing that is performed when the
pyramid is constructed. Here, the neighboring thin lines start to interact with
each other once the smoothing is large enough, that is, once we reach a pyramid
level that is large enough. Hence, we can see that sometimes valuable information
is destroyed by the construction of the image pyramid. If we were interested in
matching, say, the corners of the tracks, we could only go as high as level 3 in the
image pyramid.

Based on the image pyramids, we can define a hierarchical search strategy as
follows. First, we calculate an image pyramid on the template and search image
with an appropriate number of levels. How many levels can be used is mainly
defined by the objects we are trying to find. On the highest pyramid level, the rel-
evant structures of the object must still be discernible. Then, a complete matching
is performed on the highest pyramid level. Here, of course, we take the appropri-
ate stopping criterion into account. What gain does this give us? In each pyramid
level, we reduce the number of image points and template points by a factor of 4.
Hence, each pyramid level results in a speed-up of a factor of 16. Therefore, if we
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perform the complete matching, for example, on level 4, we reduce the amount
of computations by a factor of 4096.

All instances of the template that have been found on the highest pyramid
level are then tracked to the lowest pyramid level. This is done by projecting
the match to the next lower pyramid level, that is, by multiplying the coordi-
nates of the found match by 2. Since there is an uncertainty in the location of
the match, a search area is constructed around the match in the lower pyramid
level, for example, a 5 × 5 rectangle. Then, the matching is performed within this
small ROI, that is, the similarity measure is computed and thresholded, and the
local extrema are extracted. This procedure is continued until the match is lost
or tracked to the lowest level. Since the search spaces for the larger templates are
very small, tracking the match down to the lowest level is very efficient.

While matching the template on the higher pyramid levels, we need to take
the following effect into account: the gray values at the border of the object can
change substantially on the highest pyramid level depending on where the object
lies on the lowest pyramid level. This happens because a single pixel shift of the
object translates to a subpixel shift on higher pyramid levels, which manifests
itself as a change in the gray values on the higher pyramid levels. Therefore, on
the higher pyramid levels we need to be more lenient with the matching threshold
to ensure that all potential matches are being found. Hence, for the SAD and SSD
similarity measures we need to use slightly higher thresholds, and for the NCC
similarity measure we need to use slightly lower thresholds on the higher pyramid
levels.

The hierarchical search is seen in Figure 9.127. The template is the fiducial mark
shown in Figure 9.121a. The template is searched in the same image from which
the template was created. As discussed previously, four pyramid levels are used
in this case. The search starts on level 4. Here, the ROI is the entire image. The
NCC and found matches on level 4 are displayed in Figure 9.127a. As we can
see, 12 potential matches are initially found. They are tracked down to level 3
(Figure 9.127b). The ROIs created from the matches on level 4 are shown in white.
For visualization purposes, the NCC is displayed for the entire image. In reality,
it is, of course, only computed within the ROIs, that is, for a total of 12 × 25 =
300 translations. Note that at this level the true match turns out to be the only
viable match. It is tracked down through levels 2 and 1 (Figure 9.127c,d). In both
cases, only 25 translations need to be checked. Therefore, the match is found
extremely efficiently. The zoomed part of the NCC in Figure 9.127b–d also shows
that the pose of the match is progressively refined as the match is tracked down
the pyramid.

9.11.3 Subpixel-Accurate Gray-Value-BasedMatching

So far, we have located the pose of the template with pixel precision. This has been
done by extracting the local minima (SAD, SSD) or maxima (NCC) of the simi-
larity measure. To obtain the pose of the template with higher accuracy, the local
minima or maxima can be extracted with subpixel precision. This can be done in
a manner that is analogous to the method we have used in edge extraction (see
Section 9.7.3): we simply fit a polynomial to the similarity measure in a 3 × 3
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(a) (b)

(c) (d)

Figure 9.127 Hierarchical template matching using image pyramids. The template is the
fiducial mark shown in Figure 9.121a. To provide a better visualization, the NCC is shown for
the entire image on each pyramid level. In reality, however, it is only calculated within the
appropriate ROI on each level, shown in white. The found matches are displayed in black. (a)
On pyramid level 4, the matching is performed in the entire image. Here, 12 potential matches
are found. (b) The matching is continued within the white ROIs on level 3. Only one viable
match is found in the 12 ROIs. The similarity measure and ROI around the match are displayed
zoomed in the lower right corner. (c,d) The match is tracked through pyramid levels 2 and 1.

neighborhood around the local minimum or maximum. Then, we extract the
local minimum or maximum of the polynomial analytically. Another approach
is to perform a least-squares matching of the gray values of the template and the
image [93]. Since the least-squares matching of the gray values is not invariant
to illumination changes, the illumination changes must be modeled explicitly,
and their parameters must be determined in the least-squares fitting in order to
achieve robustness to illumination changes [94].

9.11.4 Template Matching with Rotations and Scalings

Up to now, we have implicitly restricted the template matching to the case
where the object must have the same orientation and scale in the template and
the image, that is, the space of possible poses was assumed to be the space of
translations. The similarity measures we have discussed previously can tolerate
only small rotations and scalings of the object in the image. Therefore, if the
object does not have the same orientation and size as the template, the object will
not be found. If we want to be able to handle a larger class of transformations,
for example, rigid or similarity transformations, we must modify the matching
approach. For simplicity, we will only discuss rotations, but the method can be
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extended to scalings and even more general classes of transformations in an
analogous manner.

To find a rotated object, we can create the template in multiple orientations,
that is, we discretize the search space of rotations in a manner that is analogous
to the discretization of the translations that is imposed by the pixel grid [95].
Unlike for the translations, the discretization of the orientations of the template
depends on the size of the template, since the similarity measures are less tolerant
to small angle changes for large templates. For example, a typical value is to use
an angle step size of 1∘ for templates with a radius of 100 pixels. Larger templates
must use smaller angle steps, while smaller templates can use larger angle steps.
To find the template, we simply match all rotations of the template with the image.
Of course, this is done only on the highest pyramid level. To make the matching
in the pyramid more efficient, we can also use the fact that the templates become
smaller by a factor of 2 on each pyramid level. Consequently, the angle step size
can be increased by a factor of 2 for each pyramid level. Hence, if an angle step
size of 1∘ is used on the lowest pyramid level, a step size of 8∘ can be used on the
fourth pyramid level.

While tracking potential matches through the pyramid, we also need to con-
struct a small search space for the angles in the next lower pyramid level, analo-
gous to the small search space that we already use for the translations. Once we
have tracked the match to the lowest pyramid level, we typically want to refine
the pose to an accuracy that is higher than the resolution of the search space
we have used. In particular, if rotations are used, the pose should consist of a
subpixel translation and an angle that is more accurate than the angle step size
we have chosen. The techniques for subpixel-precise localization of the template
described above can easily be extended for this purpose.

9.11.5 Robust Template Matching

The above template matching algorithms have served for many years as the meth-
ods of choice to find objects in machine vision applications. Over time, however,
there has been an increasing demand to find objects in images even if they are
occluded or disturbed in other ways so that parts of the object are missing. Fur-
thermore, the objects should be found even if there are a large number of dis-
turbances on the object itself. These disturbances are often referred to as clutter.
Finally, objects should be found even if there are severe nonlinear illumination
changes. The gray-value-based template matching algorithms we have discussed
so far cannot handle these kinds of disturbances. Therefore, in the remainder of
this section, we will discuss several approaches that have been designed to find
objects in the presence of occlusion, clutter, and nonlinear illumination changes.

We have already discussed a feature that is robust to nonlinear illumination
changes in Section 9.7: edges are not (or at least very little) affected by illumina-
tion changes. Therefore, they are frequently used in robust matching algorithms.
The only problem when using edges is the selection of a suitable threshold to
segment the edges. If the threshold is chosen too low, there will be many clutter
edges in the image. If it is chosen too high, important edges of the object will be
missing. This has the same effect as if parts of the object are occluded. Since the
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(a) (b)

(c) (d)

Figure 9.128 (a) Image of a model object. (b) Edges of (a). (c) Segmentation of (b) into lines
and circles. (d) Salient points derived from the segmentation in (c).

threshold can never be chosen perfectly, this is another reason why the matching
must be able to handle occlusions and clutter robustly.

To match objects using edges, several strategies exist. First of all, we can use the
raw edge points, possibly augmented with some features per edge point, for the
matching (see Figure 9.128b). Another strategy is to derive geometric primitives
by segmenting the edges with the algorithms discussed in Section 9.8.4, and to
match these to segmented geometric primitives in the image (see Figure 9.128c).
Finally, based on a segmentation of the edges, we can derive salient points and
match them to salient points in the image (see Figure 9.128d). It should be noted
that the salient points can also be extracted directly from the image without
extracting edges first [96, 97].

A large class of algorithms for edge matching is based on the distance of the
edges in the template to the edges in the image. These algorithms typically use the
raw edge points for the matching. One natural similarity measure based on this
idea is to minimize the mean squared distance between the template edge points
and the closest image edge points [98]. Hence, it appears that we must deter-
mine the closest image edge point for every template edge point, which would
be extremely costly. Fortunately, since we are only interested in the distance to
the closest edge point and not in which point is the closest point, this can be
done in an efficient manner by calculating the distance transform of the comple-
ment of the segmented edges in the search image [98]. See Figure 9.129b,d for
examples of the distance transform. A model is considered as being found if the
mean distance of the template edge points to the image edge points is below a
threshold. Of course, to obtain a unique location of the template, we must cal-
culate the local minimum of this similarity measure. If we want to formalize this
similarity measure, we can denote the edge points in the model by T and the dis-
tance transform of the complement of the segmented edge region in the search
image by d(r, c). Hence, the mean squared edge distance (SED) for the case of
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(a) (b)

(c) (d)

Figure 9.129 (a) Template edges. (b) Distance transform of the complement of (a). For better
visualization, a square root look-up table (LUT) is used. (c) Search image with missing edges.
(d) Distance transform of the complement of (c). If the template in (a) is matched to a search
image in which the edges are complete and which possibly contains more edges than the
template, the template will be found. If the template in (a) is matched to a search image in
which template edges are missing, the template may not be found because a missing edge
will have a large distance to the closest existing edge.

translations is given by

SED(r, c) = 1
n

∑

(u,𝑣)∈T
d(r + u, c + 𝑣)2 (9.158)

Note that this is very similar to the SSD similarity measure in equation (9.150) if
we set t(u, 𝑣) = 0 there and use the distance transform image for f (u, 𝑣). Conse-
quently, the SED matching algorithm can be implemented very easily if we already
have an implementation of the SSD matching algorithm. Of course, if we use the
mean distance instead of the mean squared distance, we could use an existing
implementation of the SAD matching, given by equation (9.149), for the edge
matching.

We can now ask ourselves whether the SED fulfills the above criteria for
robust matching. Since it is based on edges, it is robust to arbitrary illumination
changes. Furthermore, since clutter, that is, extra edges in the search image, can
only decrease the distance to the closest edge in the search image, it is robust
to clutter. However, if edges are missing in the search image, the distance of the
missing template edges to the closest image edges may become very large, and
consequently the model may not be found. This is illustrated in Figure 9.129.
Imagine what happens when the model in Figure 9.129a is searched in a search
image in which some of the edges are missing (Figure 9.129c,d). Here, the
missing edges will have a very large squared distance, which will increase the
SED significantly. This will make it quite difficult to find the correct match.

Because of the above problems of the SED, edge matching algorithms using a
different distance have been proposed. They are based on the Hausdorff distance
of two point sets. Let us call the edge points in the template T and the edge points
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in the image E. Then, the Hausdorff distance of the two point sets is given by

H(T ,E) = max(h(T ,E), h(E,T)) (9.159)

where

h(T ,E) = max
t∈T

min
e∈E

∥ t − e ∥ (9.160)

and h(E,T) is defined symmetrically. Hence, the Hausdorff distance consists of
determining the maximum of two distances: the maximum distance of the tem-
plate edges to the closest image edges, and the maximum distance of the image
edges to the closest template edges [99]. It is immediately clear that, to achieve a
low overall distance, every template edge point must be close to an image edge
point, and vice versa. Therefore, the Hausdorff distance is robust to neither occlu-
sion nor clutter. With a slight modification, however, we can achieve the desired
robustness. The reason for the bad performance for occlusion and clutter is that in
equation (9.160) the maximum distance of the template edges to the image edges
is calculated. If we want to achieve robustness to occlusion, instead of computing
the largest distance, we can compute a distance with a different rank, for example,
the f th largest distance, where f = 0 denotes the largest distance. With this, the
Hausdorff distance will be robust to 100 f ∕n % occlusion, where n is the number
of edge points in the template. To make the Hausdorff distance robust to clutter,
we can similarly modify h(E,T) to use the rth largest distance. However, normally
the model covers only a small part of the search image. Consequently, typically
there are many more image edge points than template edge points, and hence r
would have to be chosen very large to achieve the desired robustness against clut-
ter. Therefore, h(E,T) must be modified to be calculated only within a small ROI
around the template. With this, the Hausdorff distance can be made robust to
100 r∕m % clutter, where m is the number of edge points in the ROI around the
template [99]. Like the SED, the Hausdorff distance can be computed based on
distance transforms: one for the edge region in the image and one for each pose
(excluding translations) of the template edge region. Therefore, we must com-
pute either a very large number of distance transforms offline, which requires an
enormous amount of memory, or the distance transforms of the model during
the search, which requires a large amount of computation.

As we can see, one of the drawbacks of the Hausdorff distance is the enormous
computational load that is required for the matching. In [99], several possibili-
ties are discussed to reduce the computational load, including pruning regions of
the search space that cannot contain the template. Furthermore, a hierarchical
subdivision of the search space is proposed. This is similar to the effect that is
achieved with image pyramids. However, the method in [99] only subdivides the
search space, but does not scale the template or image. Therefore, it is still very
slow. A Hausdorff distance matching method using image pyramids is proposed
in [100].

The major drawback of the Hausdorff distance, however, is that, even with
very moderate amounts of occlusion, many false instances of the template will
be detected in the image [101]. To reduce the false detection rate, in [101] a
modification of the Hausdorff distance is proposed that takes the orientation
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of the edge pixels into account. Conceptually, the edge points are augmented
with a third coordinate that represents the edge orientation. Then, the distance of
these augmented 3D points and the corresponding augmented 3D image points
is calculated as the modified Hausdorff distance. Unfortunately, this requires the
calculation of a 3D distance transform, which makes the algorithm too expensive
for machine vision applications. A further drawback of all approaches based on
the Hausdorff distance is that it is quite difficult to obtain the pose with subpixel
accuracy based on the interpolation of the similarity measure.

Another algorithm to find objects that is based on the edge pixels themselves
is the generalized Hough transform proposed by Ballard [102]. The original
Hough transform [103, 104] is a method that was designed to find straight
lines in segmented edges. It was later extended to detect other shapes that can
be described analytically, for example, circles or ellipses. The principle of the
generalized Hough transform can be best explained by looking at a simple case.
Let us try to find circles with a known radius in an edge image. Since circles are
rotationally symmetric, we only need to consider translations in this case. If we
want to find the circles as efficiently as possible, we can observe that, for circles
that are brighter than the background, the gradient vector of the edge of the
circle is perpendicular to the circle. This means that it points in the direction of
the center of the circle. If the circle is darker than its background, the negative
gradient vector points toward the center of the circle. Therefore, since we know
the radius of the circle, we can theoretically determine the center of the circle
from a single point on the circle. Unfortunately, we do not know which points
lie on the circle (this is actually the task we would like to solve). However, we
can detect the circle by observing that all points on the circle will have the
property that, based on the gradient vector, we can construct the circle center.
Therefore, we can accumulate evidence provided by all edge points in the image
to determine the circle. This can be done as follows. Since we want to determine
the circle center (i.e., the translation of the circle), we can set up an array that
accumulates the evidence that a circle is present as a particular translation. We
initialize this array with zeros. Then, we loop through all the edge points in
the image and construct the potential circle center based on the edge position,
the gradient direction, and the known circle radius. With this information, we
increment the accumulator array at the potential circle center by one. After we
have processed all the edge points, the accumulator array should contain a large
amount of evidence, that is, a large number of votes, at the locations of the circle
centers. We can then threshold the accumulator array and compute the local
maxima to determine the circle centers in the image.

An example of this algorithm is shown in Figure 9.130. Suppose we want to
locate the circle on top of the capacitor in Figure 9.130a and that we know that
it has a radius of 39 pixels. The edges extracted with a Canny filter with 𝜎 = 2
and hysteresis thresholds of 80 and 20 are shown in Figure 9.130b. Furthermore,
for every eighth edge point, the gradient vector is shown. Note that for the cir-
cle they all point toward the circle center. The accumulator array that is obtained
with the algorithm described above is displayed in Figure 9.130c. Note that there
is only one significant peak. In fact, most of the cells in the accumulator array
have received so few votes that a square root LUT had to be used to visualize
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(a) (b)

(c) (d)

Figure 9.130 Using the Hough transform to detect a circle. (a) Image of a PCB showing a
capacitor. (b) Detected edges. For every eighth edge point, the corresponding orientation is
visualized by displaying the gradient vector. (c) Hough accumulator array obtained by
performing the Hough transform using the edge points and orientations. A square root LUT is
used to make the less populated regions of the accumulator space more visible. If a linear LUT
were used, only the peak would be visible. (d) Circle detected by thresholding (c) and
computing the local maxima.

whether there are any votes at all in the rest of the accumulator array. If the accu-
mulator array is thresholded and the local maxima are calculated, the circle in
Figure 9.130d is obtained.

From the above example, we can see that we can find circles in the image
extremely efficiently. If we know the polarity of the circle, that is, whether it
is brighter or darker than the background, we only need to perform a single
increment of the accumulator array per edge point in the image. If we do not
know the polarity of the edge, we need to perform two increments per edge
point. Hence, the runtime is proportional to the number of edge points in the
image and not to the size of the template, that is, the size of the circle. Ideally, we
would like to find an algorithm that is equally efficient for arbitrary objects.

What can we learn from the above example? First of all, it is clear that, for
arbitrary objects, the gradient direction does not necessarily point to a reference
point of the object like it did for circles. Nevertheless, the gradient direction of the
edge point provides a constraint where the reference point of the object can be,
even for arbitrarily shaped objects. This is shown in Table 9.2. Suppose we have
singled out the reference point o of the object. For the circle, the natural choice
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Table 9.2 Principle of constructing the R-table in the generalized Hough
transform (GHT). The R-table (on the right) is constructed based on the gradient
angle 𝜙i of each edge point of the model object and the vector ri from each edge
point to the reference point o of the template.

ϕi

ei

ri

∇fi

o

j ϕj ri

0 {ri | ϕi = 0}

{ri | ϕi = Δϕ}

{ri | ϕi = 2Δϕ}

1 Δϕ
2 2Δϕ
...

...
...

0

would be its center. For an arbitrary object, we can, for example, use the center
of gravity of the edge points. Now consider an edge point ei. We can see that the
gradient vector ∇fi and the vector ri from ei to o always enclose the same angle,
no matter how the object is translated, rotated, and scaled. For simplicity, let us
consider only translations for the moment. Then, if we find an edge point in the
image with a certain gradient direction or gradient angle 𝜙i, we could calculate
the possible location of the template with the vector ri and increment the accu-
mulator array accordingly. Note that for circles the gradient vector ∇fi has the
same direction as the vector ri. For arbitrary shapes this no longer holds. From
Table 9.2, we can also see that the edge direction does not necessarily uniquely
constrain the reference point, since there may be multiple points on the edges
of the template that have the same orientation. For circles, this is not the case.
For example, in the lower left part of the object in Table 9.2, there is a second
point that has the same gradient direction as the point labeled ei, which has a
different offset vector than the reference point. Therefore, in the search we have
to increment all accumulator array elements that correspond to the edge points
in the template with the same edge direction. Hence, during the search we must
be able to quickly determine all the offset vectors that correspond to a given edge
direction in the image. This can be achieved in a preprocessing step in the tem-
plate generation that is performed offline. Basically, we construct a table, called
the R-table, that is indexed by the gradient angle 𝜙. Each table entry contains all
the offset vectors ri of the template edges that have the gradient angle 𝜙. Since
the table must be discrete to enable efficient indexing, the gradient angles are dis-
cretized with a certain step size Δ𝜙. The concept of the R-table is also shown in
Table 9.2. With the R-table, it is very simple to find the offset vectors for incre-
menting the accumulator array in the search: we simply calculate the gradient
angle in the image and use it as an index into the R-table. After the construction
of the accumulator array, we threshold the array and calculate the local maxima
to find the possible locations of the object. This approach can also be extended



9.11 Template Matching 661

easily to deal with rotated and scaled objects [102]. In real images, we also need
to consider that there are uncertainties in the location of the edges in the image
and in the edge orientations. We have already seen in equation (9.111) that the
precision of the Canny edges depends on the signal-to-noise ratio. Using similar
techniques, it can be shown that the precision of the edge angle 𝜙 for the Canny
filter is given by 𝜎

2
𝜙
= 𝜎

2
n∕(4𝜎2a2). These values must be used in the online phase

to determine a range of cells in the accumulator array that must be incremented
to ensure that the cell corresponding to the true reference point is incremented.

The generalized Hough transform described previously is already quite
efficient. On average, it increments a constant number of accumulator cells.
Therefore, its runtime depends only on the number of edge points in the image.
However, it is still not fast enough for machine vision applications because
the accumulator space that must be searched to find the objects can quickly
become very large, especially if rotations and scalings of the object are allowed.
Furthermore, the accumulator uses an enormous amount of memory. Consider,
for example, an object that should be found in a 640 × 480 image with an angle
range of 360∘, discretized in 1∘ steps. Let us suppose that two bytes are sufficient
to store the accumulator array entries without overflow. Then, the accumulator
array requires 640 × 480 × 360 × 2 = 221 184 000 bytes of memory, that is,
211 MB. This is unacceptably large for most applications. Furthermore, it means
that initializing this array alone will require a significant amount of processing
time. For this reason, a hierarchical generalized Hough transform is proposed in
[105]. It uses image pyramids to speed up the search and to reduce the size of the
accumulator array by using matches found on higher pyramid levels to constrain
the search on lower pyramid levels. The interested reader is referred to [105]
for details of the implementation. With this hierarchical generalized Hough
transform, objects can be found in real time even under severe occlusions,
clutter, and almost arbitrary illumination changes.

The algorithms we have discussed so far were based on matching edge points
directly. Another class of algorithms is based on matching geometric primitives,
for example, points, lines, and circles. These algorithms typically follow the
hypothesize-and-test paradigm, that is, they hypothesize a match, typically from
a small number of primitives, and then test whether the hypothetical match has
enough evidence in the image.

The biggest challenge that this type of algorithm must solve is the exponen-
tial complexity of the correspondence problem. Let us, for the moment, suppose
that we are only using one type of geometric primitive, for example, lines. Fur-
thermore, let us suppose that all template primitives are visible in the image, so
that potentially there is a subset of the primitives in the image that corresponds
exactly to the primitives in the template. If the template consists of m primitives
and there are n primitives in the image, there are

(
n
m

)

, that is, O(nm), poten-
tial correspondences between the template and image primitives. If the objects
in the search image can be occluded, the number of potential matches is even
larger, since we must allow that multiple primitives in the image can match a sin-
gle primitive in the template, because a single primitive in the template may break
up into several pieces, and that some primitives in the template are not present
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in the search image. It is clear that, even for moderately large values of m and
n, the cost of exhaustively checking all possible correspondences is prohibitive.
Therefore, geometric constraints and strong heuristics must be used to perform
the matching in an acceptable time.

One approach to perform the matching efficiently is called geometric hashing
[106]. It was originally described for points as primitives, but can equally well be
used with lines. Furthermore, the original description uses affine transformations
as the set of allowable transformations. We will follow the original presentation
and will note where modifications are necessary for other classes of transforma-
tions and lines as primitives. Geometric hashing is based on the observation that
three points define an affine basis of the 2D plane. Thus, once we select three
points e00, e10, and e01 in general position, that is, not collinear, we can represent
every other point as a linear combination of these three points:

q = e00 + 𝛼(e10 − e00) + 𝛽(e01 − e00) (9.161)

The interesting property of this representation is that it is invariant to affine trans-
formations, that is, (𝛼, 𝛽) depend only on the three basis points (the basis triplet),
but not on the affine transformation, that is, they are affine invariants. With this,
the values (𝛼, 𝛽) can be regarded as the affine coordinates of the point q. This
property holds equally well for lines: three nonparallel lines that do not intersect
in a single point can be used to define an affine basis. If we use a more restricted
class of transformations, fewer points are sufficient to define a basis. For example,
if we restrict the transformations to similarity transformations, two points are
sufficient to define a basis. Note, however, that two lines are sufficient to deter-
mine only a rigid transformation.

The aim of geometric hashing is to reduce the amount of work that has
to be performed to establish the correspondences between the template and
image points. Therefore, it constructs a hash table that enables the algorithm
to determine quickly the potential matches for the template. This hash table
is constructed as follows. For every combination of three noncollinear points
in the template, the affine coordinates (𝛼, 𝛽) of the remaining m − 3 points of
the template are calculated. The affine coordinates (𝛼, 𝛽) serve as the index into
the hash table. For every point, the index of the current basis triplet is stored
in the hash table. If more than one template should be found, additionally the
template index is stored; however, we will not consider this case further, so for
our purposes only the index of the basis triplet is stored.

To find the template in the image, we randomly select three points in the image
and construct the affine coordinates (𝛼, 𝛽) of the remaining n − 3 points. We then
use (𝛼, 𝛽) as an index into the hash table. This returns us the index of the basis
triplet. With this, we obtain a vote for the presence of a particular basis triplet
in the image. If the randomly selected points do not correspond to a basis triplet
of the template, the votes of all the points will not agree. However, if they cor-
respond to a basis triplet of the template, many of the votes will agree and will
indicate the index of the basis triplet. Therefore, if enough votes agree, we have
a strong indication for the presence of the model. The presence of the model is
then verified as described in the following. Since there is a certain probability that
we have selected an inappropriate basis triplet in the image, the algorithm iterates
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until it has reached a certain probability of having found the correct match. Here,
we can make use of the fact that we only need to find one correct basis triplet to
find the model. Therefore, if k of the m template points are present in the image,
the probability of having selected at least one correct basis triplet in t trials is
approximately

p = 1 −

(

1 −
(

k
n

)3
)t

(9.162)

If similarity transforms are used, only two points are necessary to determine the
affine basis. Therefore, the inner exponent will change from 3 to 2 in this case. For
example, if the ratio of visible template points to image points k∕n is 0.2 and we
want to find the template with a probability of 99% (i.e., p = 0.99), 574 trials are
sufficient if affine transformations are used. For similarity transformations, 113
trials would suffice. Hence, geometric hashing can be quite efficient in finding the
correct correspondences, depending on how many extra features are present in
the image.

After a potential match has been obtained with the algorithm described above,
it must be verified in the image. In [106], this is done by establishing point corre-
spondences for the remaining template points based on the affine transformation
given by the selected basis triplet. Based on these correspondences, an improved
affine transformation is computed by a least-squares minimization over all corre-
sponding points. This, in turn, is used to map all the edge points of the template,
that is, not only the characteristic points that were used for the geometric hash-
ing, to the pose of the template in the image. The transformed edges are compared
to the image edges. If there is sufficient overlap between the template and image
edges, the match is accepted and the corresponding points and edges are removed
from the segmentation. Should more than one instance of the template be found,
the entire process is repeated.

The algorithm described so far works well as long as the geometric primitives
can be extracted with sufficient accuracy. If there are errors in the point coordi-
nates, an erroneous affine transformation will result from the basis triplet. There-
fore, all the affine coordinates (𝛼, 𝛽) will contain errors, and hence the hashing in
the online phase will access the wrong entry in the hash table. This is probably the
largest drawback of the geometric hashing algorithm in practice. To circumvent
this problem, the template points must be stored in multiple adjacent entries of
the hash table. Which hash table entries must be used can in theory be derived
through error propagation [106]. However, in practice, the accuracy of the geo-
metric primitives is seldom known. Therefore, estimates have to be used, which
must be well on the safe side for the algorithm not to miss any matches in the
online phase. This, in turn, makes the algorithm slightly less efficient because
more votes will have to be evaluated during the search.

The final class of algorithms we will discuss tries to match geometric primitives
themselves to the image. Most of these algorithms use only line segments as the
primitives [107–109]. One of the few exceptions to this rule is the approach in
[110], which uses line segments and circular arcs. Furthermore, in 3D object
recognition, sometimes line segments and elliptic arcs are used [111]. As we
already discussed, exhaustively enumerating all potential correspondences
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between the template and image primitives is prohibitively slow. Therefore, it is
interesting to look at examples of different strategies that are employed to make
the correspondence search tractable.

The approach in [107] segments the contours of the model object and the search
image into line segments. Depending on the lighting conditions, the contours are
obtained by thresholding or by edge detection. The 10 longest line segments in
the template are singled out as privileged. Furthermore, the line segments in the
model are ordered by adjacency as they trace the boundary of the model object.
To generate a hypothesis, a privileged template line segment is matched to a line
segment in the image. Since the approach is designed to handle similarity trans-
forms, the angle, which is invariant under these transforms, to the preceding line
segment in the image is compared with the angle to the preceding line segment
in the template. If they are not close enough, the potential match is rejected. Fur-
thermore, the length ratio of these two segments, which also is invariant, is used
to check the validity of the hypothesis. The algorithm generates a certain num-
ber of hypotheses in this manner. These hypotheses are then verified by trying
to match additional segments. The quality of the hypotheses, including the addi-
tionally matched segments, is then evaluated based on the ratio of the lengths of
the matched segments to the length of the segments in the template. The match-
ing is stopped once a high-quality match has been found or if enough hypotheses
have been evaluated. Hence, we can see that the complexity is kept manageable
by using privileged segments in conjunction with their neighboring segments.

In [109], a similar method is proposed. In contrast to [107], corners (combina-
tions of two adjacent line segments of the boundary of the template that enclose
a significant angle) are matched first. To generate a matching hypothesis, two
corners must be matched to the image. Geometric constraints between the cor-
ners are used to reject false matches. The algorithm then attempts to extend
the hypotheses with other segments in the image. The hypotheses are evaluated
based on a dissimilarity criterion. If the dissimilarity is below a threshold, the
match is accepted. Hence, the complexity of this approach is reduced by matching
features that have distinctive geometric characteristics first.

The approach in [108] also generates matching hypotheses and tries to verify
them in the image. Here, a tree of possible correspondences is generated and eval-
uated in a depth-first search. This search tree is called the interpretation tree. A
node in the interpretation tree encodes a correspondence between a model line
segment and an image line segment. Hence, the interpretation tree would exhaus-
tively enumerate all correspondences, which would be prohibitively expensive.
Therefore, the interpretation tree must be pruned as much as possible. To do this,
the algorithm uses geometric constraints between the template line segments and
the image line segments. Specifically, the distances and angles between pairs of
line segments in the image and in the template must be consistent. This angle is
checked by using normal vectors of the line segments that take the polarity of the
edges into account. This consistency check prunes a large number of branches of
the interpretation tree. However, since a large number of possible matchings still
remain, a heuristic is used to explore the most promising hypotheses first. This
is useful because the search is terminated once an acceptable match has been
found. This early search termination is criticized in [112], and various strategies
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(a) (b)

(d)(c)

(e) (f)

Figure 9.131 Example of matching an object in the image using geometric primitives. (a) The
template consists of five line segments and five circular arcs. The model has been generated
from the image in Figure 9.128a. (b) The search image contains four partially occluded
instances of the template along with four clutter objects. (c) Edges extracted in (b) with a
Canny filter with 𝜎 = 1 and split into line segments and circular arcs. (d) The matching in this
case first tries to match the largest circular arc of the model and finds four hypotheses. (e) The
hypotheses are extended with the lower of the long line segments in (a). These two primitives
are sufficient to estimate a rigid transform that aligns the template with the features in the
image. (f ) The remaining primitives of the template are matched to the image. The resulting
matched primitives are displayed.

to speed up the search for all instances of the template in the image are discussed.
The interested reader is referred to [112] for details.

To make the principles of the geometric matching algorithms clearer, let us
examine a prototypical matching procedure on an example. The template to be
found is shown in Figure 9.131a. It consists of five line segments and five circular
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arcs. They were segmented automatically from the image in Figure 9.128a using
a subpixel-precise Canny filter with 𝜎 = 1 and and by splitting the edge contours
into line segments and circular arcs using the method described in Section 9.8.4.
The template consists of the geometric parameters of these primitives as well
as the segmented contours themselves. The image in which the template should
be found is shown in Figure 9.131b. It contains four partially occluded instances
of the model along with four clutter objects. The matching starts by extracting
edges in the search image and by segmenting them into line segments and circular
arcs (Figure 9.131c). Like for the template, the geometric parameters of the image
primitives are calculated. The matching now determines possible matches for all
of the primitives in the template. Of these, the largest circular arc is examined first
because of a heuristic that rates moderately long circular arcs as more distinctive
than even long line segments. The resulting matching hypotheses are shown in
Figure 9.131d. Of course, the line segments could also have been examined first.
Because in this case only rigid transformations are allowed, the matching of the
circular arcs uses the radii of the circles as a matching constraint.

Since the matching should be robust to occlusions, the opening angle of the
circular arcs is not used as a constraint. Because of this, the matched circles are
not sufficient to determine a rigid transformation between the template and the
image. Therefore, the algorithm tries to match an adjacent line segment (the long
lower line segment in Figure 9.131a) to the image primitives while using the angle
of intersection between the circle and the line as a geometric constraint. The
resulting matches are shown in Figure 9.131e. With these hypotheses, it is possi-
ble to compute a rigid transformation that transforms the template to the image.
Based on this, the remaining primitives can be matched to the image based on
the distances of the image primitives and the transformed template primitives.
The resulting matches are shown in Figure 9.131f. Note that, because of specu-
lar reflections, sometimes multiple parallel line segments are matched to a single
line segment in the template. This could be fixed by taking the polarity of the
edges into account. To obtain the rigid transformation between the template and
the matches in the image as accurately as possible, a least-squares optimization of
the distances between the edges in the template and the edges in the image can be
used. An alternative is the minimal tolerance error zone optimization described
in [110]. Note that the matching has already found the four correct instances of
the template. For the algorithm, the search is not finished, however, since there
might be more instances of the template in the image, especially instances for
which the large circular arc is occluded more than in the leftmost instance in the
image. Hence, the search is continued with other primitives as the first primitives
to try. In this case, however, the search does not discover new viable matches.

After having discussed some of the approaches for robustly finding templates
in an image, the question as to which of these algorithms should be used in
practice naturally arises. We will say more on this topic in the following. From
the above discussion, however, we can see that the effectiveness of a particular
approach greatly depends on the shape of the template itself. Generally, the geo-
metric matching algorithms have an advantage if the template and image contain
only a few salient geometric primitives, like in the example in Figure 9.131.
Here, the combinatorics of the geometric matching algorithms can work to their
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(a) (b)

Figure 9.132 (a) Image of a template object that is not suitable for the geometric matching
algorithms. Although the segmentation of the template into line segments and circular arcs in
(b) only contains approximately 3 times as many edge points as the template in Figure 9.131, it
contains 35 times as many geometric primitives, that is, 350.

(a) (b)

Figure 9.133 (a) A search image that is difficult for the geometric matching algorithms. Here,
because of the poor contrast of the circular fiducial mark, the segmentation threshold must be
chosen very low so that the relevant edges of the fiducial mark are selected. Because of this,
the segmentation in (b) contains a very large number of primitives that must be examined in
the search.

advantage. On the other hand, they work to their disadvantage if the template or
search image contains a large number of geometric primitives.

A difficult model image is shown in Figure 9.132. The template contains fine
structures that result in 350 geometric primitives, which are not particularly
salient. Consequently, the search would have to examine an extremely large
number of hypotheses that could be dismissed only after examining a large
number of additional primitives. Note that the model contains 35 times as many
primitives as the model in Figure 9.131, but only approximately 3 times as many
edge points. Consequently, it could be easily found with pixel-based approaches
like the generalized Hough transform.

A difficult search image is shown in Figure 9.133. Here, the goal is to find the
circular fiducial mark. Since the contrast of the fiducial mark is very low, a small
segmentation threshold must be used in the edge detection to find the relevant
edges of the circle. This causes a very large number of edges and broken fragments
that must be examined. Again, pixel-based algorithms will have little trouble with
this image.
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From the above examples, we can see that the pixel-based algorithms have the
advantage that they can represent arbitrarily shaped templates without problems.
Geometric matching algorithms, on the other hand, are restricted to relatively
simple shapes that can be represented with a very small number of primitives.
Therefore, in the remainder of this section, we will discuss a pixel-based robust
template matching algorithm called shape-based matching [113–117] that works
very well in practice [118, 119].

One of the drawbacks of all the algorithms that we have discussed so far is
that they segment the edge image. This makes the object recognition algorithm
invariant only against a narrow range of illumination changes. If the image con-
trast is lowered, progressively fewer edge points will be segmented, which has the
same effect as progressively larger occlusion. Consequently, the object may not
be found for low-contrast images. To overcome this problem, a similarity mea-
sure that is robust against occlusion, clutter, and nonlinear illumination changes
must be used. This similarity measure can then be used in the pyramid-based
recognition strategy described in Sections 9.11.2 and 9.11.4.

To define the similarity measure, we first define the model of an object as a
set of points pi = (ri, ci)⊤ and associated direction vectors di = (ti,ui)⊤, with i =
1,… , n. The direction vectors can be generated by a number of different image
processing operations. However, typically edge extraction (see Section 9.7.3) is
used. The model is generated from an image of the object, where an arbitrary ROI
specifies the part of the image in which the object is located. It is advantageous to
specify the coordinates pi relative to the center of gravity of the ROI of the model
or to the center of gravity of the points of the model.

The image in which the model should be found can be transformed into a repre-
sentation in which a direction vector er,c = (𝑣r,c,wr,c)⊤ is obtained for each image
point (r, c). In the matching process, a transformed model must be compared
with the image at a particular location. In the most general case considered here,
the transformation is an arbitrary affine transformation (see Section 9.3.1). It is
useful to separate the translation part of the affine transformation from the linear
part. Therefore, a linearly transformed model is given by the points p′

i = Api and
the accordingly transformed direction vectors d′

i = (A−1)⊤di, where

A =
(

a11 a12
a21 a22

)

(9.163)

As discussed previously, the similarity measure by which the transformed model
is compared with the image must be robust to occlusions, clutter, and illumina-
tion changes. One such measure is to sum the (unnormalized) dot product of the
direction vectors of the transformed model and the image over all points of the
model to compute a matching score at a particular point q = (r, c)⊤ of the image.
That is, the similarity measure of the transformed model at the point q, which
corresponds to the translation part of the affine transformation, is computed as
follows:

s = 1
n

n∑

i=1
d′

i
⊤eq+p′ = 1

n

n∑

i=1
t′i 𝑣r+r′i ,c+c′i

+ u′
i wr+r′i ,c+c′i

(9.164)
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If the model is generated by edge filtering and the image is preprocessed in the
same manner, this similarity measure fulfills the requirements of robustness to
occlusion and clutter. If parts of the object are missing in the image, there will be
no edges at the corresponding positions of the model in the image, that is, the
direction vectors will have a small length and hence contribute little to the sum.
Likewise, if there are clutter edges in the image, there will either be no point in
the model at the clutter position or it will have a small length, which means it will
contribute little to the sum.

The similarity measure in equation (9.164) is not truly invariant against illu-
mination changes however, because the length of the direction vectors depends
on the brightness of the image if edge detection is used to extract the direc-
tion vectors. However, if a user specifies a threshold on the similarity measure
to determine whether the model is present in the image, a similarity measure
with a well-defined range of values is desirable. The following similarity measure
achieves this goal:

s = 1
n

n∑

i=1

d′
i
⊤eq+p′

∥d′
i ∥∥ eq+p′ ∥

= 1
n

n∑

i=1

t′i 𝑣r+r′i ,c+c′i
+ u′

i wr+r′i ,c+c′i
√

t′2i + u′2
i

√
𝑣

2
r+r′i ,c+c′i

+ w2
r+r′i ,c+c′i

(9.165)

Because of the normalization of the direction vectors, this similarity measure
is additionally invariant to arbitrary illumination changes, since all vectors are
scaled to a length of 1. What makes this measure robust against occlusion and
clutter is the fact that, if a feature is missing, either in the model or in the image,
noise will lead to random direction vectors, which, on average, will contribute
nothing to the sum.

The similarity measure in equation (9.165) will return a high score if all the
direction vectors of the model and the image align, that is, point in the same
direction. If edges are used to generate the model and image vectors, this means
that the model and image must have the same contrast direction for each edge.
Sometimes it is desirable to be able to detect the object even if its contrast is
reversed. This is achieved by

s =
|
|
|
|
|

1
n

n∑

i=1

d′
i
⊤eq+p′

∥d′
i ∥∥ eq+p′ ∥

|
|
|
|
|

(9.166)

In rare circumstances, it might be necessary to ignore even local contrast
changes. In this case, the similarity measure can be modified as follows:

s = 1
n

n∑

i=1

|d′
i
⊤eq+p′ |

∥d′
i ∥∥ eq+p′ ∥

(9.167)

The normalized similarity measures in equations (9.165)–(9.167) have the prop-
erty that they return a number smaller than 1 as the score of a potential match.
In all cases, a score of 1 indicates a perfect match between the model and the
image. Furthermore, the score roughly corresponds to the portion of the model
that is visible in the image. For example, if the object is 50% occluded, the score
(on average) cannot exceed 0.5. This is a highly desirable property, because it gives
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the user the means to select an intuitive threshold for when an object should be
considered as recognized.

A desirable feature of the above similarity measures in equations (9.165)–
(9.167) is that they do not need to be evaluated completely when object recog-
nition is based on a user-defined threshold smin for the similarity measure that a
potential match must achieve. Let sj denote the partial sum of the dot products
up to the jth element of the model. For the match metric that uses the sum of
the normalized dot products, this is

sj =
1
n

j∑

i=1

d′
i
⊤eq+p′

∥d′
i ∥∥ eq+p′ ∥

(9.168)

Obviously, all the remaining terms of the sum are ≤1. Therefore, the partial score
can never achieve the required score smin if sj < smin − 1 + j∕n, and hence the
evaluation of the sum can be discontinued after the jth element whenever this
condition is fulfilled. This criterion speeds up the recognition process consider-
ably.

As mentioned previously, to recognize the model, an image pyramid is con-
structed for the image in which the model should be found (see Section 9.11.2).
For each level of the pyramid, the same filtering operation that was used to gen-
erate the model, for example, edge filtering, is applied to the image. This returns
a direction vector for each image point. Note that the image is not segmented,
that is, thresholding or other operations are not performed. This results in true
robustness to illumination changes.

As discussed in Sections 9.11.2 and 9.11.4, to identify potential matches, an
exhaustive search is performed for the top level of the pyramid, that is, all pos-
sible poses of the model are used on the top level of the image pyramid to com-
pute the similarity measure via equations (9.165), (9.166), or (9.167). A potential
match must have a score larger than smin, and the corresponding score must be
a local maximum with respect to neighboring scores. The threshold smin is used
to speed up the search by terminating the evaluation of the similarity measure as
early as possible. Therefore, this seemingly brute-force strategy actually becomes
extremely efficient.

After the potential matches have been identified, they are tracked through the
resolution hierarchy until they are found at the lowest level of the image pyramid.
Once the object has been recognized on the lowest level of the image pyramid,
its pose is extracted with a resolution better than the discretization of the search
space with the approach described in Section 9.11.3.

While the pose obtained by the extrapolation algorithm is accurate enough for
most applications, in some applications an even higher accuracy is desirable. This
can be achieved through a least-squares adjustment of the pose parameters. To
achieve a better accuracy than the extrapolation, it is necessary to extract the
model points as well as the feature points in the image with subpixel accuracy.
Then, the algorithm finds the closest image point for each model point, and then
minimizes the sum of the squared distances of the image points to a line defined
by their corresponding model point and the corresponding tangent to the model
point, that is, the directions of the model points are taken to be correct and are
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assumed to describe the direction of the object’s border. If an edge detector is
used, the direction vectors of the model are perpendicular to the object boundary,
and hence the equation of a line through a model point tangent to the object
boundary is given by

ti(r − ri) + ui(c − ci) = 0 (9.169)
Let qi = (r′i , c

′
i)
⊤ denote the matched image points corresponding to the model

points pi. Then, the following function is minimized to refine the pose a:

d(a) =
n∑

i=1
(ti(r′i (a) − ri) + ui(c′i(a) − ci))2 → min (9.170)

The potential corresponding image points in the search image are obtained with-
out thresholding by a non-maximum suppression and are extrapolated to sub-
pixel accuracy. By this, a segmentation of the search image is avoided, which is
important to preserve the invariance against arbitrary illumination changes. For
each model point, the corresponding image point in the search image is chosen
as the potential image point with the smallest Euclidian distance using the pose
obtained by the extrapolation to transform the model to the search image. Since
the point correspondences may change by the refined pose, an even higher accu-
racy can be gained by iterating the correspondence search and pose refinement.
Typically, after three iterations the accuracy of the pose no longer improves.

Figure 9.134 shows six examples in which the shape-based matching algorithm
finds the print on the IC shown in Figure 9.132. Note that the object is found
despite severe occlusions and clutter.

Extensive tests with shape-based matching have been carried out in [118, 119].
The results show that shape-based matching provides extremely high recognition
rates in the presence of severe occlusion and clutter as well as in the presence of
nonlinear illumination changes. Furthermore, accuracies better than 1∕30 of a
pixel and better than 1∕50 degree can be achieved.

Figure 9.134 Six examples in which the shape-based matching algorithm finds an object (the
print on the IC shown in Figure 9.132) despite severe occlusions and clutter.
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The basic principle of the shape-based matching algorithm can be extended in
various ways to handle larger classes of deformations and objects. For example,
a method to recognize objects that consist of multiple parts that can move with
respect to each other by rigid 2D transformations is described in [120–122]. An
extension that is able to recognize planar objects under perspective transforma-
tions is proposed in [123, 124], while recognizing the 3D pose of planar objects
is described in [124, 125]. A further extension that is able to handle smooth
local deformations is presented in [124, 126]. Finally, the basic principle of the
shape-based matching is also the foundation for a sophisticated algorithm that
is able to recognize the 3D pose of objects from single images [127–130].

From the above discussion, we can see that the basic algorithms for implement-
ing a robust template matching already are fairly complex. In reality, however, the
complexity additionally resides in the time and effort that needs to be spent in
making the algorithms very robust and fast. Additional complexity comes from
the fact that, on one hand, templates with arbitrary ROIs should be possible to
exclude undesired parts from the template, while, on the other, for speed reasons,
it should also be possible to specify arbitrarily shaped ROIs for the search space in
the search images. Consequently, these algorithms cannot be implemented eas-
ily. Therefore, wise machine vision users rely on standard software packages to
provide this functionality rather than attempting to implement it themselves.

9.12 Optical Character Recognition

In quite a few applications, we face the challenge of having to read characters on
the object we are inspecting. For example, traceability requirements often lead to
the fact that the objects to be inspected are labeled with a serial number and that
we have to read this serial number (see, e.g., Figures 9.22–9.24). In other applica-
tions, reading a serial number might be necessary to control the production flow.

OCR is the process of reading characters in images. It consists of two tasks:
segmentation of the individual characters, and the classification of the segmented
characters, that is, the assignment of a symbolic label to the segmented regions.
We will examine these two tasks in this section.

9.12.1 Character Segmentation

The classification of the characters requires that we have segmented the text into
individual characters, that is, each character must correspond to exactly one
region.

To segment the characters, we can use all the methods that we have discussed
in Section 9.4: thresholding with fixed and automatically selected thresholds,
dynamic thresholding, and the extraction of connected components.

Furthermore, we might have to use the morphological operations of Section 9.6
to connect separate parts of the same character, for example, the dot of the
character “i” to its main part (see Figure 9.43) or parts of the same character
that are disconnected, for example, because of bad print quality. For characters
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on difficult surfaces, for example, punched characters on a metal surface,
gray value morphology may be necessary to segment the characters (see
Figure 9.60).

Additionally, in some applications it may be necessary to perform a geometric
transformation of the image to transform the characters into a standard position,
typically such that the text is horizontal. This process is called image rectifica-
tion. For example, the text may have to be rotated (see Figure 9.18), perspec-
tively rectified (see Figure 9.20), or rectified with a polar transformation (see
Figure 9.21).

Even though we have many segmentation strategies at our disposal, in some
applications it may be difficult to segment the individual characters because
the characters actually touch each other, either in reality or in the resolution
at which we are looking at them in the image. Therefore, special methods to
segment touching characters are sometimes required.

The simplest such strategy is to define a separate ROI for each character we
are expecting in the image. This strategy sometimes can be used in industrial
applications because the fonts typically have a fixed pitch (width) and we know
a priori how many characters are present in the image, for example, if we are
trying to read serial numbers with a fixed length. The main problem with this
approach is that the character ROIs must enclose the individual characters we are
trying to separate. This is difficult if the position of the text can vary in the image.
If this is the case, we first need to determine the pose of the text in the image based
on another strategy, for example, template matching to find a distinct feature in
the vicinity of the text we are trying to read, and to use the pose of the text either
to rectify the text to a standard position or to move the character ROIs to the
appropriate position.

While defining separate ROIs for each character works well in some applica-
tions, it is not very flexible. A better method can be derived by realizing that
the characters typically touch only with a small number of pixels. An example
of this is shown in Figure 9.135a,b. To separate these characters, we can simply
count the number of pixels per column in the segmented region. This is shown in
Figure 9.135c. Since the touching part is only a narrow bridge between the char-
acters, the number of pixels in the region of the touching part only has a very
small number of pixels per column. In fact, we can simply segment the characters
by splitting them vertically at the position of the minimum in Figure 9.135c. The
result is shown in Figure 9.135d. Note that in Figure 9.135c the optimal splitting
point is the global minimum of the number of pixels per column. However, in gen-
eral, this may not be the case. For example, if the strokes between the vertical bars
of the letter “m” were slightly thinner, the letter “m” might be split erroneously.
Therefore, to make this algorithm more robust, it is typically necessary to define a
search space for the splitting of the characters based on the expected width of the
characters. For example, in this application the characters are approximately 20
pixels wide. Therefore, we could restrict the search space for the optimal splitting
point to a range of ±4 pixels (20% of the expected width) around the expected
width of the characters. This simple splitting method works very well in practice.
Further approaches for segmenting characters are discussed in [131].
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Figure 9.135 (a) An image of two touching characters. (b) Segmented region. Note that the
characters are not separated. (c) Plot of the number of pixels in each column of (b). (d) The
characters have been split at the minimum of (c) at position 21.

9.12.2 Feature Extraction

As mentioned previously, the reading of the characters corresponds to the clas-
sification of the regions, that is, the assignment of a class 𝜔i to a region. For
the purposes of OCR, the classes 𝜔i can be thought of as the interpretation of
the character, that is, the string that represents the character. For example, if an
application must read serial numbers, the classes {𝜔1,… , 𝜔10} are simply the
strings {0,… , 9}. If numbers and uppercase letters must be read, the classes are
{𝜔1,… , 𝜔36} = {0,… , 9,A,… ,Z}. Hence, classification can be thought of as a
function f that maps to the set of classesΩ = {𝜔i, i = 1,… ,m}. What is the input
of this function? First of all, to make the above mapping well defined and easy to
handle, we require that the number n of input values to the function f is constant.
The input values to f are called features. Typically they are real numbers. With
this, the function f that performs the classification can be regarded as a mapping
f ∶ ℝn → Ω.

For OCR, the features that are used for the classification are features that we
extract from the segmented characters. Any of the region features described in
Section 9.5.1 and the gray value features described in Section 9.5.2 can be used as
features. The main requirement is that the features enable us to discern the differ-
ent character classes. Figure 9.136 illustrates this point. The input image is shown
in Figure 9.136a. It contains examples of lowercase letters. Suppose that we want
to classify the letters based on the region features anisometry and compactness.
Figure 9.136b,c shows that the letters “c” and “o” as well as “i” and “j” can be dis-
tinguished easily based on these two features. In fact, they can be distinguished
solely based on their compactness. As Figure 9.136d,e shows, however, these two
features are not sufficient to distinguish between the classes “p” and “q” as well as
“h” and “k.”
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Figure 9.136 (a) Image with lowercase letters. (b)–(e) The features anisometry and
compactness plotted for the letters “c” and “o” (b), “i” and “j” (c), “p” and “q” (d), and “h” and “k”
(e). Note that the letters in (b) and (c) can be easily distinguished based on the selected
features, while the letters in (d) and (e) cannot be distinguished.

From the above example, we can see that the features we use for the classi-
fication must be sufficiently powerful to enable us to classify all relevant classes
correctly. The region and gray value features described in Sections 9.5.1 and 9.5.2,
unfortunately, are often not powerful enough to achieve this. A set of features that
is sufficiently powerful to distinguish all classes of characters is the gray values
of the image themselves. Using the gray values directly, however, is not possible
because the classifier requires a constant number of input features. To achieve
this, we can use the smallest enclosing rectangle around the segmented charac-
ter, enlarge it slightly to include a suitable amount of background of the character
in the features (e.g., by one pixel in each direction), and then zoom the gray values
within this rectangle to a standard size, for example, 8 × 10 pixels. While trans-
forming the image, we must take care to use the interpolation and smoothing
techniques discussed in Section 9.3.3. Note, however, that by zooming the image
to a standard size based on the surrounding rectangle of the segmented character,
we lose the ability to distinguish characters like “−” (minus sign) and “I” (upper
case I in fonts without serifs). The distinction can easily be done based on a single
additional feature: the ratio of the width and height of the smallest surrounding
rectangle of the segmented character.

Unfortunately, the gray value features defined above are not invariant to illu-
mination changes in the image. This makes the classification very difficult. To
achieve invariance to illumination changes, two options exist. The first option is
to perform a robust normalization of the gray values of the character, as described
in Section 9.2.1, before the character is zoomed to the standard size. The second
option is to convert the segmented character into a binary image before the char-
acter is zoomed to the standard size. Since the gray values generally contain more
information, the first strategy is preferable in most cases. The second strategy can
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Figure 9.137 Gray value feature extraction for OCR. (a) Image of the letter “5” taken from the
second row of characters in the image in Figure 9.23a. (b) Robust contrast normalization of (a).
(c) Result of zooming (b) to a size of 8 × 10 pixels. (d) Image of the letter “5” taken from the
second row of characters in the image in Figure 9.23b. (e) Robust contrast normalization of (d).
(f ) Result of zooming (e) to a size of 8 × 10 pixels.

be used whenever there is significant texture in the background of the segmented
characters, which would make the classification more difficult.

Figure 9.137 displays two examples of the gray value feature extraction for
OCR. Figure 9.137a,d displays two instances of the letter “5,” taken from images
with different contrast (Figure 9.23a,b). Note that the characters have different
sizes (14 × 21 and 13 × 20 pixels, respectively). The result of the robust contrast
normalization is shown in Figure 9.137b,e. Note that both characters now have
full contrast. Finally, the result of zooming the characters to a size of 8 × 10
pixels is shown in Figure 9.137c,f. Note that this feature extraction automatically
makes the OCR scale-invariant because of the zooming to a standard size.

To conclude the discussion about feature extraction, some words about the
standard size are necessary. The discussion above has used the size 8 × 10. A
large set of tests has shown that this size is a very good size to use for most
industrial applications. If there are only a small number of classes to distinguish,
for example, only numbers, it may be possible to use slightly smaller sizes. For
some applications involving a larger number of classes, for example, numbers and
uppercase and lowercase characters, a slightly larger size may be necessary (e.g.,
10 × 12). On the other hand, using much larger sizes typically does not lead to
better classification results because the features become progressively less robust
against small segmentation errors if a large standard size is chosen. This happens
because larger standard sizes imply that a segmentation error will lead to pro-
gressively larger position inaccuracies in the zoomed character as the standard
size becomes larger. Therefore, it is best not to use a standard size that is much
larger than the above recommendations. One exception to this rule is the recog-
nition of an extremely large set of classes, for example, ideographic characters like
the Japanese Kanji characters. Here, much larger standard sizes are necessary to
distinguish the large number of different characters.

9.12.3 Classification

As we saw in the previous section, classification can be regarded as a mapping
from the feature space to the set of possible classes, that is, f ∶ ℝn → Ω. We will
now take a closer look at how the mapping can be constructed.
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First of all, we can note that the feature vector x that serves as the input to
the mapping can be regarded as a random variable because of the variations
that the characters exhibit. In the application, we are observing this random fea-
ture vector for each character we are trying to classify. It can be shown that, to
minimize the probability of erroneously classifying the feature vector, we should
maximize the probability that the class 𝜔i occurs under the condition that we
observe the feature vector x, that is, we should maximize P(𝜔i|x) over all classes
𝜔i, for i = 1,… ,m [132, 133]. The probability P(𝜔i|x) is also called the a poste-
riori probability because of the above property that it describes the probability
of class 𝜔i given that we have observed the feature vector x. This decision rule
is called the Bayes decision rule. It yields the best classifier if all errors have the
same weight, which is a reasonable assumption for OCR.

We now face the problem of how to determine the a posteriori probability.
Using the Bayes theorem, P(𝜔i|x) can be computed as follows:

P(𝜔i|x) =
P(x|𝜔i)P(𝜔i)

P(x)
(9.171)

Hence, we can compute the a posteriori probability based on the a priori prob-
ability P(x|𝜔i) that the feature vector x occurs given that the class of the feature
vector is 𝜔i, the probability P(𝜔i) that the class 𝜔i occurs, and the probability P(x)
that the feature vector x occurs. To simplify the calculations, we can note that the
Bayes decision rule only needs to maximize P(𝜔i|x) and that P(x) is a constant if
x is given. Therefore, the Bayes decision rule can be written as

x ∈ 𝜔i ⇔ P(x|𝜔i)P(𝜔i) > P(x|𝜔j)P(𝜔j), j = 1,… ,m, j ≠ i (9.172)

What do we gain by this transformation? As we will see in the following, the prob-
abilities P(x|𝜔i) and P(𝜔i) can, in principle, be determined from training samples.
This enables us to evaluate P(𝜔i|x), and hence to classify the feature vector x.
Before we examine this point in detail, however, let us assume that the probabil-
ities in equation (9.172) are known. For example, let us assume that the feature
space is one dimensional (n = 1) and that there are two classes (m = 2). Further-
more, let us assume that P(𝜔1) = 0.3, P(𝜔2) = 0.7, and that the features of the
two classes have a normal distribution N(𝜇, 𝜎) such that P(x|𝜔1) ∼ N(−3, 1.5)
and P(x|𝜔2) ∼ N(3, 2). The corresponding likelihoods P(x|𝜔i)P(𝜔i) are shown in
Figure 9.138. Note that features to the left of x ≈ −0.7122 are classified as belong-
ing to𝜔1, while features to the right are classified as belonging to𝜔2. Hence, there
is a dividing point x ≈ −0.7122 that separates the classes from each other.

As a further example, consider a 2D feature space with three classes that
have normal distributions with different means and covariances, as shown in
Figure 9.139a. Again, there are three regions in the 2D feature space in which
the respective class has the highest probability, as shown in Figure 9.139b. Note
that now there are 1D curves that separate the regions in the feature space from
each other.

As the above examples suggest, the Bayes decision rule partitions the feature
space into mutually disjoint regions. This is obvious from the definition in
equation (9.172): each region corresponds to the part of the feature space in
which the class 𝜔i has the highest a posteriori probability. As also suggested by
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two-class classification problem in a
1D feature space in which
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Figure 9.139 Example of a three-class classification problem in a 2D feature space in which
the three classes have normal distributions with different means and covariances. (a) The a
posteriori probabilities of the occurrence of the three classes. (b) Regions in the 2D feature
space in which the respective class has the highest probability.

the above examples, the regions are separated by (n − 1)-dimensional hypersur-
faces (points for n = 1 and curves for n = 2, as in Figures 9.138 and 9.139). The
hypersurfaces that separate the regions from each other are given by the points
at which two classes are equally probable, that is, by P(𝜔i|x) = P(𝜔j|x), for i ≠ j.

Accordingly, we can identify two different types of classifiers. The first type of
classifier tries to estimate the a posteriori probabilities, typically via the Bayes
theorem, from the a priori probabilities of the different classes. In contrast, the
second type of classifier tries to construct the separating hypersurfaces between
the classes. In the following, we will examine representatives for both types of
classifier.

All classifiers require a method with which the probabilities or separating
hypersurfaces are determined. To do this, a training set is required. The training
set is a set of sample feature vectors xk with corresponding class labels 𝜔k . For
OCR, the training set is a set of character samples from which the corresponding
feature vectors can be calculated, along with the interpretation of the respective
character. The training set should be representative of the data that can be
expected in the application. In particular, for OCR the characters in the training
set should contain the variations that will occur later, for example, different
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character sets, stroke widths, noise, and so on. Since it is often difficult to obtain
a training set with all variations, the image processing system must provide
means to extend the training set over time with samples that are collected in the
field, and should optionally also provide means to artificially add variations to
the training set. Furthermore, to evaluate the classifier, in particular how well it
has generalized the decision rule from the training samples, it is indispensable
to have a test set that is independent of the training set. This test set is essential
to determine the error rate that the classifier is likely to have in the application.
Without the independent test set, no meaningful statement about the quality of
the classifier can be made.

The classifiers that are based on estimating the probabilities, more precisely
the probability densities, are called Bayes classifiers because they try to imple-
ment the Bayes decision rule via the probability densities. The first problem they
have to solve is how to obtain the probabilities P(𝜔i) of the occurrence of the class
𝜔i. There are two basic strategies for this purpose. The first strategy is to estimate
P(𝜔i) from the training set. Note that, for this, the training set must be represen-
tative not only in terms of the variations of the feature vectors but also in terms of
the frequencies of the classes. Since this second requirement is often difficult to
ensure, an alternative strategy for the estimation of P(𝜔i) is to assume that each
class is equally likely to occur, and hence to use P(𝜔i) = 1∕m. Note that, in this
case, the Bayes decision rule reduces to the classification according to the a priori
probabilities since P(𝜔i|x) ∼ P(x|𝜔i) should now be maximized.

The remaining problem is how to estimate P(x|𝜔i). In principle, this could be
done by determining the histogram of the feature vectors of the training set in
the feature space. To do so, we could subdivide each dimension of the feature
space into b bins. Hence, the feature space would be divided into bn bins in total.
Each bin would count the number of occurrences of the feature vectors in the
training set that lie within this bin. If the training set and b are large enough,
the histogram would be a good approximation to the probability density P(x|𝜔i).
Unfortunately, this approach cannot be used in practice because of the so-called
curse of dimensionality: the number of bins in the histogram is bn, that is, its size
grows exponentially with the dimension of the feature space. For example, if we
use the 81 features described in the previous section and subdivide each dimen-
sion into a modest number of bins, for example, b = 10, the histogram would have
1081 bins, which is much too large to fit into any computer memory.

To obtain a classifier that can be used in practice, we can note that in the his-
togram approach the size of the bin is kept constant, while the number of samples
in the bin varies. To get a different estimate for the probability of a feature vector,
we can keep the number k of samples of class 𝜔i constant while varying the vol-
ume 𝑣(x, 𝜔i) of the region in space around the feature vector x that contains the
k samples. Then, if there are t feature vectors in the training set, the probability
of occurrence of the class 𝜔i is approximately given by

P(x|𝜔i) ≈
k

tv(x, 𝜔i)
(9.173)

Since the volume 𝑣(x, 𝜔i) depends on the k nearest neighbors of class 𝜔i, this
type of density estimation is called the k nearest-neighbor density estimation.
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In practice, this approach is often modified as follows. Instead of determining the
k nearest neighbors of a particular class and computing the volume 𝑣(x, 𝜔i), the k
nearest neighbors in the training set of any class are determined. The feature vec-
tor x is then assigned to the class that has the largest number of samples among
the k nearest neighbors. This classifier is called the k nearest-neighbor classifier
(kNN classifier). For k = 1, we obtain the nearest-neighbor classifier (NN classi-
fier). It can be shown that the NN classifier has an error probability that is at most
twice as large as the error probability of the optimal Bayes classifier that uses the
correct probability densities [132], that is, PB ≤ PNN ≤ 2PB. Furthermore, if PB
is small, we have PNN ≈ 2PB and P3NN ≈ PB + 3P2

B. Hence, the 3NN classifier is
almost as good as the optimal Bayes classifier. Nevertheless, kNN classifiers are
difficult to use in practice because they require that the entire training set is stored
with the classifier (which can easily contain several hundred thousands of sam-
ples). Furthermore, the search for the k nearest neighbors is time consuming even
if optimized data structures are used to find exact [134] or approximate nearest
neighbors [135, 136].

As we have seen from the above discussion, direct estimation of the probability
density function is not practicable, either because of the curse of dimensionality
for the histograms or because of efficiency considerations for the kNN classifier.
To obtain an algorithm that can be used in practice, we can assume that P(x|𝜔i)
follows a certain distribution, for example, an n-dimensional normal distribution:

P(x|𝜔i) =
1

(2𝜋)n∕2|Σi|
1∕2 exp (−1

2
(x − 𝜇i)⊤Σ−1

i (x − 𝜇i)) (9.174)

With this, estimating the probability density function reduces to the estimation
of the parameters of the probability density function. For the normal distribu-
tion, the parameters are the mean vector 𝜇i and the covariance matrix Σi of each
class. Since the covariance matrix is symmetric, the normal distribution has (n2 +
3n)∕2 parameters in total. They can, for example, be estimated via the standard
maximum likelihood estimators

𝜇i =
1
ni

ni∑

j=1
xi,j and Σi =

1
ni − 1

ni∑

j=1
(xi,j − 𝜇i)(xi,j − 𝜇i)⊤ (9.175)

Here, ni is the number of samples for class 𝜔i, while xi,j denotes the samples for
class 𝜔i.

While the Bayes classifier based on the normal distribution can be quite pow-
erful, often the assumption that the classes have a normal distribution does not
hold in practice. In OCR applications, this happens frequently if characters in dif-
ferent fonts are to be recognized with the same classifier. One striking example of
this is the shapes of the letters “a” and “g” in different fonts. For these letters, two
basic shapes exist: a versus a and g versus g. It is clear that a single normal dis-
tribution is insufficient to capture these variations. In these cases, each font will
typically lead to a different distribution. Hence, each class consists of a mixture
of li different densities P(x|𝜔i, k), each of which occurs with probability Pi,k :

P(x|𝜔i) =
li∑

k=1
P(x|𝜔i, k)Pi,k (9.176)
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Typically, the mixture densities P(x|𝜔i, k) are assumed to be normally distributed.
In this case, equation (9.176) is called a Gaussian mixture model. If we knew to
which mixture density each sample belongs, we could easily estimate the param-
eters of the normal distribution with the above maximum likelihood estimators.
Unfortunately, in real applications we typically do not have this knowledge, that
is, we do not know k in equation (9.176). Hence, determining the parameters of
the mixture model requires the estimation of not only the parameters of the mix-
ture densities but also the mixture density labels k. This is a much harder problem,
which can be solved by the expectation maximization algorithm (EM algorithm).
The interested reader is referred to [132] for details. Another problem in the mix-
ture model approach is that we need to specify how many mixture densities there
are in the mixture model, that is, we need to specify li in equation (9.176). This is
quite cumbersome to do manually. To solve this problem, algorithms that com-
pute li automatically have been proposed. The interested reader is referred to
[137, 138] for details.

Let us now turn our attention to classifiers that construct the separating
hypersurfaces between the classes. Of all possible surfaces, the simplest ones are
planes. Therefore, it is instructive to consider this special case first. Planes in the
n-dimensional feature space are given by

w⊤x + b = 0 (9.177)

Here, x is an n-dimensional vector that describes a point, while w is an
n-dimensional vector that describes the normal vector to the plane. Note
that this equation is linear. Because of this, classifiers based on separating
hyperplanes are called linear classifiers.

Let us first consider the problem of classifying two classes with the plane. We
can assign a feature vector to the first class 𝜔1 if x lies on one side of the plane,
while we can assign it to the second class 𝜔2 if it lies on the other side of the plane.
Mathematically, the test on which side of the plane a point lies is performed by
looking at the sign of w⊤x + b. Without loss of generality, we can assign x to 𝜔1 if
w⊤x + b > 0, while we assign x to 𝜔2 if w⊤x + b < 0.

For classification problems with more than two classes, we construct m sepa-
rating planes (wi, bi) and use the following classification rule [132]:

x ∈ 𝜔i ⇔ w⊤

i x + bi > w⊤

j x + bj, j = 1,… ,m, j ≠ i (9.178)

Note that, in this case, the separating planes do not have the same meaning as in
the two-class case, where the plane actually separates the data. The interpretation
of equation (9.178) is that the plane is chosen such that the feature vectors of
the correct class have the largest positive distance of all feature vectors from the
plane.

Linear classifiers can also be regarded as neural networks, as shown in
Figure 9.140 for the two-class and n-class cases. The neural network has pro-
cessing units (neurons) that are visualized by circles. They first compute the
linear combination of the feature vector x and the weights w: w⊤x + b. Then, a
nonlinear activation function f is applied. For the two-class case, the activation
function simply is sgn(w⊤x + b), that is, the side of the hyperplane on which
the feature vector lies. Hence, the output is mapped to its essence: −1 or +1.
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Figure 9.140 Architecture of a linear classifier expressed as a neural network (single-layer
perceptron). (a) A two-class neural network. (b) An n-class neural network. In both cases, the
neural network has a single layer of processing units that are visualized by circles. They first
compute the linear combination of the feature vector and the weights. After this, a nonlinear
activation function is computed, which maps the output to −1 or +1 (two-class neural
network) or 0 or 1 (n-class neural network).

Note that this type of activation function essentially thresholds the input value.
For the n-class case, the activation function f is typically chosen such that input
values ≪0 are mapped to 0, while input values ≥0 are mapped to 1. The goal in
this approach is that a single processing unit returns the value 1, while all other
units return the value 0. The index of the unit that returns 1 indicates the class of
the feature vector. Note that the plane in equation (9.178) needs to be modified
for this activation function to work since the plane is chosen such that the
feature vectors have the largest distance from the plane. Therefore, w⊤

j x + bj is
not necessarily <0 for all values that do not belong to the class. Nevertheless, the
two definitions are equivalent. Note that, because the neural network has one
layer of processing units, this type of neural network is also called a single-layer
perceptron.

While linear classifiers are simple and easy to understand, they have very lim-
ited classification capabilities. By construction, the classes must be linearly sep-
arable, that is, separable by a hyperplane, for the classifier to produce the correct
output. Unfortunately, this is rarely the case in practice. In fact, linear classifiers
are unable to represent a simple function like the XOR function, as illustrated in
Figure 9.141, because there is no line that can separate the two classes. Further-
more, for n-class linear classifiers, there is often no separating hyperplane for
each class against all the other classes, although each pair of classes can be sep-
arated by a hyperplane. This happens, for example, if the samples of one class lie
completely within the convex hull of all the other classes.

To get a classifier that is able to construct more general separating hypersur-
faces, one approach is simply to add more layers to the neural network, as shown
in Figure 9.142. Each layer first computes the linear combination of the feature
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1

Figure 9.141 A linear classifier is not able to represent the XOR function
because the two classes, corresponding to the two outputs of the XOR

function, cannot be separated by a single line.
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Figure 9.142 Architecture of a multilayer perceptron. The
neural network has multiple layers of processing units that
are visualized by circles. They compute the linear
combination of the results of the previous layer and the
network weights, and then pass the results through a
nonlinear activation function.

xn

x2

x1

vector or the results from the previous layer:

a(l)
j =

nl∑

i=1
w(l)

ji x(l−1)
i + b(l)

j (9.179)

Here, x(0)
i is simply the feature vector, while x(l)

i , with l ≥ 1, is the result vector of
layer l. The coefficients w(l)

ji and b(l)
j are the weights of layer l. Then, the results are

passed through a nonlinear activation function

x(l)
j = f (a(l)

j ) (9.180)

Let us assume for the moment that the activation function in each processing
unit is the threshold function that is also used in the single-layer perceptron, that
is, the function that maps input values <0 to 0 while mapping input values ≥0
to 1. Then, it can be seen that the first layer of processing units maps the feature
space to the corners of the hypercube {0, 1}p, where p is the number of processing
units in the first layer. Hence, the feature space is subdivided by hyperplanes into
half-spaces [132]. The second layer of processing units separates the points on
the hypercube by hyperplanes. This corresponds to intersections of half-spaces,
that is, convex polyhedra. Hence, the second layer is capable of constructing the
boundaries of convex polyhedra as the separating hypersurfaces [132]. This is still
not general enough however, since the separating hypersurfaces might need to be
more complex than this. If a third layer is added, the network can compute unions
of the convex polyhedra [132]. Hence, three layers are sufficient to approximate
any separating hypersurface arbitrarily closely if the threshold function is used as
the activation function.

In practice, the above threshold function is rarely used because it has a discon-
tinuity at x = 0, which is very detrimental for the determination of the network
weights by numerical optimization. Instead, often a sigmoid activation function
is used, for example, the logistic function (see Figure 9.143a)

f (x) = 1
1 + ex (9.181)

Similar to the hard threshold function, it maps its input to a value between 0 and
1. However, it is continuous and differentiable, which is a requirement for most
numerical optimization algorithms. Another choice for the activation functions
is to use the hyperbolic tangent function (see Figure 9.143b)

f (x) = tanh(x) = ex − e−x

ex + e−x (9.182)
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Figure 9.143 (a) Logistic activation function (9.181). (b) Hyperbolic tangent activation
function (9.182). (c) Softmax activation function (9.183) for two classes.

in all layers except the output layer, in which the softmax activation function is
used [139] (see Figure 9.143c)

f (x) = exi

∑m
j=1 exj

(9.183)

The hyperbolic tangent function behaves similar to the logistic function. The
major difference is that it maps its input to values between −1 and +1. There
is experimental evidence that the hyperbolic tangent function leads to a faster
training of the network [139]. In the output layer, the softmax function maps the
input to the range [0,1], as desired. Furthermore, it ensures that the output values
sum to 1, and hence have the same properties as a probability density [139]. With
any of these choices of the activation function, it can be shown that two layers
are sufficient to approximate any separating hypersurface and, in fact, any output
function with values in [0,1], arbitrarily closely [139]. The only requirement for
this is that there is a sufficient number of processing units in the first layer (the
“hidden layer”).

After having discussed the architecture of the multilayer perceptron, we can
now examine how the network is trained. Training the network means that the
weights w(l)

ji and b(l)
j , with l = 1, 2, of the network must be determined. Let us

denote the number of input features by ni, the number of hidden units (first
layer units) by nh, and the number of output units (second layer units) by no.
Note that ni is the dimensionality of the feature vector, while no is the number of
classes in the classifier. Hence, the only free parameter is the number nh of units
in the hidden layer. Note that there are (ni + 1)nh + (nh + 1)no weights in total.
For example, if ni = 81, nh = 40, and no = 10, there are 3690 weights that must
be determined. It is clear that this is a very complex problem and that we can
hope to determine the weights uniquely only if the number of training samples is
of the same order of magnitude as the number of weights.

As described previously, the training of the network is performed based on a
training set, which consists of sample feature vectors xk with corresponding class
labels 𝜔k , for k = 1,… , l. The sample feature vectors can be used as they are. The
class labels, however, must be transformed into a representation that can be used
in an optimization procedure. As described previously, ideally we would like to
have the multilayer perceptron return a 1 in the output unit that corresponds to
the class of the sample. Hence, a suitable representation of the classes is a target
vector yk ∈ {0, 1}no , chosen such that there is a 1 at the index that corresponds
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to the class of the sample and a 0 in all other positions. With this, we can train
the network by minimizing, for example, the squared error of the outputs of the
network on all the training samples [139]. In the notation of equation (9.180), we
would like to minimize

𝜀 =
l∑

k=1

no∑

j=1
(x(2)

j − yk,j)2 (9.184)

Here, yk,j is the jth element of the target vector yk . Note that x(2)
j implicitly

depends on all the weights w(l)
ji and b(l)

j of the network. Hence, minimization of
equation (9.184) determines the optimum weights. To minimize equation (9.184),
for a long time the back-propagation algorithm was used, which successively
inputs each training sample into the network, determines the output error, and
derives a correction term for the weights from the error. It can be shown that this
procedure corresponds to the steepest descent minimization algorithm, which
is well known to converge extremely slowly [18]. Currently, the minimization
of equation (9.184) is typically being performed by sophisticated numerical
minimization algorithms, such as the conjugate gradient algorithm [18, 139] or
the scaled conjugate gradient algorithm [139].

Another approach to obtain a classifier that is able to construct arbitrary sep-
arating hypersurfaces is to transform the feature vector into a space of higher
dimension, in which the features are linearly separable, and to use a linear classi-
fier in the higher dimensional space. Classifiers of this type have been known for
a long time as generalized linear classifiers [132]. One instance of this approach
is the polynomial classifier, which transforms the feature vector by a polynomial
of degree ≤d. For example, for d = 2 the transformation is

Φ(x1,… , xn) = (x1,… , xn, x2
1,… , x1xn, x2

2 · · · , x2xn,… , x2
n) (9.185)

The problem with this approach is again the curse of dimensionality: the dimen-
sion of the feature space grows exponentially with the degree d of the polynomial.
In fact, there are

(
d+n−1

d

)

monomials of degree = d alone. Hence, the dimension
of the transformed feature space is

n′ =
d∑

i=1

( i + n − 1
i

)

=
(

d + n
d

)

− 1 (9.186)

For example, if n = 81 and d = 5, the dimension is 34 826 301. Even for d = 2,
the dimension already is 3402. Hence, transforming the features into the larger
feature space seems to be infeasible, at least from an efficiency point of view. For-
tunately, however, there is an elegant way to perform the classification with gen-
eralized linear classifiers that avoids the curse of dimensionality. This is achieved
by support vector machine (SVM) classifiers [140, 141].

Before we can take a look at how SVMs avoid the curse of dimensionality, we
have to take a closer look at how the optimal separating hyperplane can be con-
structed. Let us consider the two-class case. As described in equation (9.177) for
linear classifiers, the separating hyperplane is given by w⊤x + b = 0. As noted pre-
viously, the classification is performed based on the sign of w⊤x + b. Hence, the
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w

Figure 9.144 Optimal separating hyperplane between
two classes. The samples of the two classes are
represented by the filled and unfilled circles. The
hyperplane is shown by the solid line. The margin is shown
by the dotted line between the two dashed lines that show
the hyperplanes in which samples are on the margin, that
is, attain the minimum distance between the classes. The
samples on the margin define the separating hyperplane.
Since they “support” the margin hyperplanes, they are
called support vectors.

classification function is

f (x) = sgn(w⊤x + b) (9.187)

Let the training samples be denoted by xi and their corresponding class labels by
yi = ±1. Then, a feature is classified correctly if yi(w⊤xi + b) > 0. However, this
restriction is not sufficient to determine the hyperplane uniquely. This can be
achieved by requiring that the margin between the two classes be as large as pos-
sible. The margin is defined as the closest distance of any training sample to the
separating hyperplane.

Let us look at a small example of the optimal separating hyperplane, shown in
Figure 9.144. Note that, if we want to maximize the margin (shown as a dotted
line), there will be samples from both classes that attain the minimum distance
to the separating hyperplane defined by the margin. These samples “support” the
two hyperplanes that have the margin as the distance to the separating hyper-
plane (shown as the dashed lines). Hence, the samples are called the support
vectors.

In fact, the optimal separating hyperplane is defined entirely by the support
vectors, that is, a subset of the training samples: w =

∑l
i=1 𝛼iyixi, for ai ≥ 0, where

ai > 0 if and only if the training sample is a support vector [140]. With this, the
classification function can be written as

f (x) = sgn(w⊤x + b) = sgn

( l∑

i=1
𝛼iyix⊤

i x + b

)

(9.188)

Hence, to determine the optimal hyperplane, the coefficients 𝛼i of the support
vectors must be determined. This can be achieved by solving the following
quadratic programming problem [140]: maximize

l∑

i=1
𝛼i −

1
2

l∑

i=1

l∑

j=1
𝛼i𝛼jyiyjx⊤

i xj (9.189)

subject to

𝛼i ≥ 0, i = 1,… , l, and
l∑

i=1
𝛼iyi = 0 (9.190)

Note that in both the classification function (9.188) and the optimization function
(9.189), the feature vectors x, xi, and xj only are present in the dot product.
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We now turn our attention back to the case in which the feature vector x is first
transformed into a higher dimensional space by a function Φ(x), for example, by
the polynomial function in equation (9.185). Then, the only change in the above
discussion is that we substitute the feature vectors x, xi, and xj by their transfor-
mations Φ(x), Φ(xi), and Φ(xj). Hence, the dot products are simply computed in
the higher dimensional space. The dot products become functions of two input
feature vectors: Φ(x)⊤Φ(x′). These dot products of transformed feature vectors
are called kernels in the SVM literature and are denoted by k(x, x′) = Φ(x)⊤Φ(x′).
Hence, the decision function becomes a function of the kernel k(x, x′):

f (x) = sgn

( l∑

i=1
𝛼iyik(xi, x) + b

)

(9.191)

The same happens with the optimization function equation (9.189).
So far, it seems that we do not gain anything from the kernel because we still

have to transform the data into a feature space of a prohibitively large dimen-
sion. The ingenious trick of the SVM classification is that, for a large class of
kernels, the kernel can be evaluated efficiently without explicitly transforming
the features into the higher dimensional space, thus making the evaluation of the
classification function (9.191) feasible. For example, if we transform the features
by a polynomial of degree d, it can be easily shown that

k(x, x′) = (x⊤x′)d (9.192)

Hence, the kernel can be evaluated solely based on the input features without
going to the higher dimensional space. This kernel is called a homogeneous poly-
nomial kernel. As another example, the transformation by a polynomial of degree
≤d can simply be evaluated as

k(x, x′) = (x⊤x′ + 1)d (9.193)

This kernel is called an inhomogeneous polynomial kernel. Further examples of
possible kernels include the Gaussian radial basis function kernel

k(x, x′) = exp
(

−∥ x − x′∥2

2𝜎2

)

(9.194)

and the sigmoid kernel

k(x, x′) = tanh(𝜅x⊤x′ + 𝜗) (9.195)

Note that this is the same function that is also used in the hidden layer of the mul-
tilayer perceptron. With any of the above four kernels, SVMs can approximate any
separating hypersurface arbitrarily closely.

Note that the above training algorithm that determines the support vectors still
assumes that the classes can be separated by a hyperplane in the higher dimen-
sional transformed feature space. This may not always be achievable. Fortunately,
the training algorithm can be extended to handle overlapping classes. The reader
is referred to [140] for details.

By its nature, the SVM classification can handle only two-class problems.
To extend the SVM to multiclass problems, two basic approaches are possible.
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The first strategy is to perform a pairwise classification of the feature vector
against all pairs of classes and to use the class that obtains the most votes, that
is, is selected most often as the result of the pairwise classification. Note that
this implies that m(m − 1)∕2 classifications have to be performed if there are m
classes. The second strategy is to perform m classifications of one class against
the union of the rest of the classes. From an efficiency point of view, the second
strategy may be preferable since it depends linearly on the number of classes.
Note, however, that in the second strategy, typically there will be a larger number
of support vectors than in the pairwise classification. Since the runtime depends
linearly on the number of support vectors, this number must grow less than
quadratically for the second strategy to be faster.

After having discussed the different types of classifiers, the natural question to
ask is which of the classifiers should be used in practice. First of all, it must be
noted that the quality of the classification results of all the classifiers depends to
a large degree on the size and quality of the training set. Therefore, to construct a
good classifier, the training set should be as large and as representative as possible.

If the main criterion for comparing classifiers is the classification accuracy, that
is, the error rate on an independent test set, classifiers that construct the sepa-
rating hypersurfaces, that is, the multilayer perceptron or the SVM, should be
preferred. Of these two, the SVM is portrayed to have a slight advantage [140].
This advantage, however, is achieved by building certain invariances into the clas-
sifier that do not generalize to other classification tasks apart from OCR and a
particular set of gray value features. The invariances built into the classifier in
[140] are translations of the character by one pixel, rotations, and variations of
the stroke width of the character. With the features in Section 9.12.2, the transla-
tion invariance is automatically achieved. The remaining invariances could also
be achieved by extending the training set by systematically modified training sam-
ples. Therefore, neither the multilayer perceptron nor the SVM has a definite
advantage in terms of classification accuracy.

Another criterion is the training speed. Here, SVMs have some advantage over
the multilayer perceptron because the training times are often shorter. Therefore,
if the speed in the training phase is important, SVMs currently should be pre-
ferred. Unfortunately, the picture is reversed in the online phase when unknown
features must be classified. As noted previously, the classification time for the
SVMs depends linearly on the number of support vectors, which usually is a sub-
stantial fraction of the training samples (typically, between 10% and 40%). Hence,
if the training set consists of several hundred thousands of samples, tens of thou-
sands of support vectors must be evaluated with the kernel in the online phase.
In contrast, the classification time of the multilayer perceptron depends only on
the topology of the net, that is, the number of processing units per layer. There-
fore, if the speed in the online classification phase is important, the multilayer
perceptron currently should be preferred.

A final criterion is whether the classifier provides a simple means to decide
whether the feature vector to be classified should be rejected because it does
not belong to any of the trained classes. For example, if only digits have been
trained, but the segmented character is the letter “M,” it is important in some
applications to be able to reject the character as being no digit. Another example
is an erroneous segmentation, that is, a segmentation of an image part that
corresponds to no character at all. Here, classifiers that construct the separating
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(a) (b) (c) (d)

Figure 9.145 (a) Samples in a 2D feature space for three classes, which are visualized by three
gray levels. (b) Likelihood for class 1 determined in a square region of the feature space with a
multilayer perceptron with five hidden units. (c) Likelihood for class 2. (d) Likelihood for class 3.
Note that all classes have a very high likelihood for feature vectors that are far away from the
training samples of each class. For example, class 3 has a very high likelihood in the lower
corners of the displayed portion of the feature space. This high likelihood continues to infinity
because of the architecture of the multilayer perceptron.

hypersurfaces provide no means to tell whether the feature vector is close to a
class in some sense, since the only criterion is on which side of the separating
hypersurface the feature lies. For the SVMs, this behavior is obvious from the
architecture of the classifier. For the multilayer perceptron, this behavior is not
immediately obvious since, as we have noted, the softmax activation function
(9.183) has the same properties as a probability density. Hence, one could assume
that the output reflects the likelihood of each class, and can thus be used to
threshold unlikely classes. In practice, however, the likelihood is very close to
1 or 0 everywhere, except in areas in which the classes overlap in the training
samples, as shown by the example in Figure 9.145. Note that all classes have
a very high likelihood for feature vectors that are far away from the training
samples of each class.

As can be seen from the above discussion, the behaviors of the multilayer per-
ceptron and the SVMs are identical with respect to samples that lie far away from
the training samples: they provide no means to evaluate the closeness of a sample
to the training set. In applications where it is important that feature vectors can be
rejected as not belonging to any class, there are two options. First, we can train
an explicit rejection class. The problem with this approach is how to obtain or
construct the samples for the rejection class. Second, we can use a classifier that
provides a measure of closeness to the training samples, such as the Gaussian
mixture model classifier. However, in this case we have to be prepared to accept
slightly higher error rates for feature vectors that are close to the training samples.

We conclude this section with an example that uses the ICs that we have already
used in Section 9.4. In this application, the goal is to read the characters in the
last two lines of the print in the ICs. Figure 9.146a,b shows images of two sam-
ple ICs. The segmentation is performed with a threshold that is selected auto-
matically based on the gray value histogram (see Figure 9.23). After this, the
last two lines of characters are selected based on the smallest surrounding rect-
angle of the characters. For this, the character with the largest row coordinate
is determined and characters lying within an interval above this character are
selected. Furthermore, irrelevant characters like the “–” are suppressed based
on the height of the characters. The characters are classified with a multilayer
perceptron that has been trained with several tens of thousands of samples of
characters on electronic components, which do not include the characters on the
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(a) (b)

(c) (d)

M5 I8222 30
6285352

CXD1175AM
6 4 8 E1 0E

Figure 9.146 (a,b) Images of prints on ICs. (c,d) Result of the segmentation of the characters
(light gray) and the OCR (black). The images are segmented with a threshold that is selected
automatically based on the gray value histogram (see Figure 9.23). Furthermore, only the last
two lines of characters are selected. Additionally, irrelevant characters like the “–” are
suppressed based on the height of the characters.

ICs in Figure 9.146. The result of the segmentation and classification is shown in
Figure 9.146c,d. Note that all characters have been read correctly.
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10.1 Introduction

The preceding chapters have given a far-reaching and detailed view of the world
of machine vision, its elements, components, tools, and methods. A lot of the
connections between the topics of the individual chapters have already been
explored, for example, concerning the interactions of light, object surfaces,
optics, and sensors. At this point, then, we have everything we need to create
machine vision systems. But, of course, a machine vision system is not created in
a void without relations to and constraints from the outer world, nor is it made
up and determined by image processing components alone.

This chapter will try to illustrate the environment in which the tools, Tech-
nologies, and techniques presented in the previous chapters are applied and give
a view of machine vision as a part of automation technology – admittedly with a
certain bias toward (German) automotive applications; most of it should translate
easily to other industrial environments, though.

The vast variety of existing and possible applications and solutions in this field
renders any claim to completeness meaningless. This chapter will therefore try
to give an idea of issues that may arise in the design of a machine vision system,
what they may be related to, how they have been solved under particular circum-
stances, and what to watch out for. We will have to keep in mind, though, that
there will always be a point where explanations and checklists end, and we will
simply have to go out there and solve the problems we encounter.

10.1.1 TheMachine VisionMarket

Economic data changes faster than book editions. Nevertheless, they serve to
underscore the dynamic development the field has undergone in recent years and
will, as far as the indicators show, continue to do.

European market figures, available, for example, at [1, 2], show healthy growth
of the machine vision sector, usually outstripping overall economic growth. The
German market, for example, returned to its growth trajectory of the previous
decade after a financial-crisis-related drop in 2009, reaching a new record

Handbook of Machine and Computer Vision: The Guide for Developers and Users,
Second Edition. Edited by Alexander Hornberg.
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volume in 2014 with further growth expected. Strongest growth took place in
nonmanufacturing industries.

However, there is still growth in manufacturing, especially in the automotive
industries. Not only are there the constantly increasing quality demands driving
the traditional role of image processing as an inspection technology, but also the
evolution of machine vision into an enabling technology, indispensable for many
production processes. Vision-capable robots, be it autonomously moving robots,
pick-and-place systems, or glue dispenser robots, are but one example of guid-
ing and controlling processes through machine vision. Safety requirements are
another driver of growth, for example, in the field of traceability or – again in the
robotics area – for work environment surveillance and collision avoidance.

Market figures for North America paint a similar picture, exceeding expecta-
tions with double-digit growth and hitting record levels in 2014, and another
record level in 2015, albeit at lower growth figures, as can be seen from press
releases [3].

High labor costs in developed countries certainly remain an important fac-
tor for growth in automation technology and thus machine vision. The coupling
between automation in general and machine vision in particular can be clearly
seen in the connection between the increased use of industrial robots and that
of machine vision. Only the combination with machine vision allows robotics
to enter the field of robotic assistants, as was impressively demonstrated, for
example, at the 2014 Hannover Messe Industrie with offerings from all major
robotics players as well as newcomers like Rethink Robotics and Bosch [4].

In recent years, China has also become a major market for machine vision.
Steadily growing labor costs in the “factory of the world” certainly play a role;
another factor is the drive to achieve constant high quality ensured by tireless,
objective machine vision systems. China also enjoys a disproportionate increase
of robot installations, which also drives machine vision growth [1].

Despite the stagnation of CPU frequencies, computation power in PCs is still
growing, allowing for increasingly sophisticated applications and achieving new
speed records. The proliferation of 64-bit operating systems makes larger applica-
tions possible, that is, bigger images, higher resolution, more memory-intensive
computation.

At the same time, novel small devices – typically systems-on-chip (SoC), often
with integrated or easily connected cameras – enable new, powerful applications
on a very small scale, with the potential to make machine vision a practically
ubiquitous technology in an increasingly connected industry.

In addition, three-dimensional (3D) capturing and processing methods are
gaining ground, leading in many applications to more robust and capable
solutions than traditional methods based on two-dimensional (2D) images, as
well as opening up new application areas – or making certain applications, like
bin-picking, finally viable.

We have certainly yet to see the end of the possibilities, technologically
as well as economically. From an application world largely dominated by 2D
black-and-white images, machine vision has grown into a diverse area where
color, depth, and motion play an increasing role leading to increasingly powerful,
versatile, and cost-effective machine vision systems. Machine vision systems are
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already a common part of all kinds of production Environments, and it seems
safe to assume that with decreasing size, increasing Power, and ever-tighter
integration with robotics and automation technology, they will become a
ubiquitous but nevertheless decisive element in the future of manufacturing as
well as other industries.

10.2 Application Categories

Machine vision applications can be categorized in various ways. This section will
introduce some terms that may help us to define a frame of reference to place
machine vision systems in.

10.2.1 Types of Tasks

Many machine vision systems are highly specialized, designed to fulfill a unique
and complicated task, and are thus special-purpose machines in themselves. Nev-
ertheless, it is possible to identify some recurring types of applications, as a first
frame of reference, as to what to expect from a new task.

The following categorization follows that in [5] and [6] with one exception: it
seemed appropriate to make code recognition a category of its own, since code
reading does not have much to do with actual characteristics of the workpiece
(like size, shape, etc.), and even more so because scanners, which many users
probably would not even identify as image processing systems, have come into
such widespread use as specialized devices.

This leads to the following categories:

Code recognition denotes the identification of objects using markings on the
objects; these are typically standardized bar codes or DataMatrix codes, but
can also be custom codes. Typical applications are material flow control and
logistics. Internally, methods from all areas of image processing are used,
including, for example, edge detection, filtering, and positioning techniques.

Object recognition denotes the identification of objects using characteristic
features like shape/geometry, dimensions, color, structure/topology, or
texture. Object identification includes the distinction of object variants and
has many applications, not least as an “auxiliary science” for many other tasks.
For example, position recognition or completeness checks may require prior
identification of the correct objects in the scene. Depending on the objects in
question, this can be a simple task or an extremely complex one, especially in
areas outside the manufacturing industry, like autonomous driving. Increas-
ingly, 3D data is used for object recognition, literally adding a new dimension
to this field and allowing for completely new ways of matching and evaluating
object characteristics, for example, by comparison with computer-aided
design (CAD) data.

Position recognition denotes the determination of position and orientation of an
object – or a particular point of an object – in a predefined coordinate system,
using feature computation and matching methods. Typical features are center
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of gravity coordinates and orientation angles. An important distinction is
the dimensionality, that is, whether position and orientation have to be
determined in two or three dimensions, where the term pose is typically
used. Typical applications are robot guidance, pick-and-place operations, and
insertion machines. An interesting variation is the reverse application, that is,
using images to determine the location and orientation of the camera system
itself, used, for example, by autonomous robots to determine their position.

Completeness check denotes a categorization of workpieces as correctly or incor-
rectly assembled; it checks whether all components are present and in the cor-
rect position, often as a precondition for passing the workpiece on to the next
assembly step or as a final check before releasing the workpiece to be packed
and delivered – or, one step later, the inspection of the package to be completely
filled with products of the right type.

Shape and dimension check denotes the determination of geometrical quantities
with a focus on precise and accurate measurements. The importance of this
area increases in accordance with rising quality standards as products must
meet ever tighter tolerance requirements. Applications can be found wher-
ever work pieces or also tools have to be checked for compliance with nominal
dimensions. Because of the required accuracy, these tasks typically impose
high demands on sensor equipment as well as on the mechanical construction
of the inspection station.

Surface inspection can be divided into quantitative surface inspection aiming at
the determination of topographical features like roughness, and qualitative
surface inspection where the focus is on the recognition of surface defects,
such as dents, scratches, pollution, or deviations from desired surface char-
acteristics, like color or texture. Quantitative measurements of geometrical
properties may be required for judging the surface quality. Typical challenges
in surface inspection applications are large datasets and computationally
intensive algorithms, such as gray level statistics, Fourier transformation, and
the like. Especially, qualitative surface inspection tasks are frequently difficult
to specify formally, for example, compared to a dimensional check, and are
often based on “fault catalogs” used by human inspectors. This makes this kind
of surface inspection a natural field for the application of machine learning
methods.

Of course, these categories are frequently mixed in real-world applications.
Inspections of separate aspects of a part may belong to different categories – for
example, reading a bar code with a serial number and performing a completeness
check to ensure correct assembly, or the various types of applications support
and enhance each other. For example, information gained from position recog-
nition methods can be used to adapt a dimensional check to the precise location
of the workpiece in the camera image.

An interesting mixture of categories are identification methods based not on
codes applied to the objects but on the characteristics of the objects itself, as in
[7] and [8]. Here, the purpose is the same as for code recognition; however, the
objects are recognized directly, using methods from surface inspection, among
others.
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Sometimes, the context of the application somewhat obscures the type of the
underlying task. For example, a rather new challenge is to avoid collisions of
robotic assistants working with humans in the same area. On closer scrutiny,
however, this is nothing but a sophisticated form of position recognition, cou-
pled with a considerable amount of domain knowledge, for example, about the
relative mobility of human limbs in relation to the torso, which may be identified
as individual objects with a separate, but nevertheless related, pose.

10.2.2 Types of Production

Another important point for designing a machine vision system is the type of
production the system is to work in. Dorf [9] lists three basic types of manufac-
turing:

Job-shop and batch production which produces in small lots or batches. Examples
are tool and die making or casting in a foundry.

Mass production typically – but not necessarily – involving machines or assem-
bly lines that manufacture discrete units repetitively. Volumes are high, and
flexibility is comparatively low. Typically, assembly lines require at least partial
stoppage for changeovers between different products.

Continuous production, which produces in a continuous flow. Examples are paper
mills, refineries, or extrusion processes. Product volumes are typically very
high, and the variety and flexibility possibly even lower than with mass pro-
duction.

Of course, these types rarely occur in a pure form in real-world production.
Mass production frequently requires parts made in job-shop style supplied to
the assembly line, or raw materials for continuous flow production are prepared
in batches. There are also gray areas, where, for example, production of very
small parts is organized like continuous production although discrete units are
produced.

Different types of manufacturing pose different demands on machine vision
systems. Obviously there will not be a 1 : 1 assignment of requirements to partic-
ular production types, but some general tendencies can be noted.

10.2.2.1 Discrete Unit Production Versus Continuous Flow
As we will see in more detail in Section 10.8, it makes sense to contrast the first
two categories from above as discrete unit production with continuous flow pro-
duction.

In discrete unit production, it will typically be necessary to capture individual
workpieces in an image. This will require some sort of trigger. In relatively slow
production lines, for example, using a work-piece carrier transport system, it may
suffice to have the control system bring the workpiece in position in front of the
camera, possibly wait for some time to let remaining movement or vibrations
decay, and then start the machine vision system.

In faster production lines – say bottling lines running at several bottles per sec-
ond – appropriate sensors, for example, light barriers, will be required to deter-
mine the precise moment when the part is in the correct position for capturing.
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As this type of fast mass production approximates continuous production, in that
the parts are continually in motion, additional measures such as electronic shut-
tering and strobe lights may have to be taken to avoid motion blur in the image.

In the gray area of small parts produced in an almost continuous flow (like
screws on a conveyor belt), we have the typical robot vision task of picking up the
pieces fast enough. Obviously, a discrete unit trigger is very difficult to implement
here. Rather, the image processing has to trigger itself, and perform the detection
of objects within its field of view fast enough to allow the robot to clear the belt
completely.

There is another important distinction. Actual continuous flow produc-
tion – often called endless material production which is, of course, a fiction,
nothing man-made is ever endless – requires appropriate algorithms. For
example, when looking for surface defects exceeding a certain size, we cannot
arbitrarily stop the image at some line, and then start acquiring a new image to
have the convenience of evaluating individual rectangular images. This could
lead to a defect cut in half and thus be missed. Either a strategy has to be devised
to handle this with subsequent rectangular images, or algorithms have to be used
that can handle continuous images efficiently, that is, images where continuously
the first line is thrown away and a new line is added at the other end, without
inefficient re-evaluation of the entire image section currently in view.

10.2.2.2 Job-Shop Production Versus Mass Production
There are mass-produced items coming in more than 1000 variants. However,
new types can usually be introduced much faster in job-shop production.
Mass-producing a new variant of a product will require many alterations and
adjustments to a production line, a lot of test runs, and so forth, so that there
is considerable time to adapt a machine vision system. Reliability and run-time
diagnosis, as well as optimization features, are called for here.

The possibility to start producing new types – or even entirely new prod-
ucts – quite rapidly in job-shop production, on the other hand, puts more
emphasis on the ease and speed with which a vision system can be reconfigured
and adapted to perform a new task. Interactivity is much more of a concern here,
so the type of production in this case may have a decisive influence on system
design.

10.2.3 Types of Evaluations

Image processing can assume quite different roles in the manufacturing process.
It can be used for inspection, that is, checking after the production process

whether the workpiece is correct. This used to be the case for most image pro-
cessing systems.

Inspection usually denotes checking for defects such as dents, scratches, wrong
dimensions, and so on. It merges fluently into verification, where the vision sys-
tem verifies that an expected state actually exists. This can be the state of the
workpiece being assembled completely with all parts at the right place – which
can just as well be seen as an inspection task – or the correspondence of an
identification, for example, a serial number string, with an expected value. This
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application contains another role, that of recognition; however, verification can
actually be easier than pure recognition because a priori knowledge may be used
to guide the process. In other words, it is easier to verify that a known serial
number is actually present than reading just any number that happens to be on
the part.

Another role is that of monitoring, that is, observing during the production
process whether it is carried out correctly: for example, having a camera look at
a laser welding process to see whether the melt pool has the correct size during
welding.

This role may be further extended to control, that is, using the results of the
machine vision system to change – read, improve – or control the process; this is
possible as statistical process control or as direct feedback control, for example,
when using contour measurements from a vision system to guide a gantry robot
dispensing glue or sealant along the measured contour.

As usual, the roles can mix. For example, a machine vision system placed after
the nozzle in an aluminum extrusion process does not technically look inside the
process. The effect, however, is that of a monitoring system. Deviations in the tube
profile can be used immediately to take care of a production problem instead of
waiting for the tube to cool down and be cut into the final work pieces.

Or, the quantitative measurements an inspection system uses to make the
correctness decision for each individual workpiece need not be thrown away
after the workpiece leaves the system, but can be statistically evaluated to
determine the current characteristics and quality of the manufacturing process.
For example, a system checking whether a groove is completely filled with sealant
(a typical 3D-application nowadays) may record the height of the sealant in the
groove to monitor the machine for over- or underfilling; it also may evaluate
the number of waists in the sealant to draw conclusions about the viscosity of
the sealant.

On the other hand, monitoring systems can be used for verification as well
as control purposes. A system guiding a robot to apply a sealing agent along a
part contour can at the same time check the sealing material for interruptions or
overflowing.

10.2.4 Value-AddingMachine Vision

Traditionally, machine vision systems destroy value.
This is certainly a controversial statement in a handbook of machine vision. But

it holds for every system that is used to find defects on finished or semifinished
products. If a defect is found and the part has to be scrapped, the value already
added to the original materials is gone. Even if the components can be salvaged,
the effort spent on them is lost. In addition, the system itself, its maintenance, and
operation cost money, and false rejects may cost even more, either by scrapping
a perfectly good part or by rechecking.

Of course, it is a little more complicated than that. Allowing a defective part
to reach the customer will probably destroy much more value than finding
and scrapping the part. Also, increasing use of inspection systems early in the
process – instead of only as a final check – will filter out defective parts before
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additional effort is wasted on them. But it is still a game of minimizing losses
instead of maximizing gains.

However, machine vision systems increasingly play a value-adding role. Some-
times they just show where the potential for process improvement lies. But they
can do more than that, particularly in the control-type applications mentioned in
Section 10.2.3. Using machine vision systems to help machines do their job well
instead of finding parts where they did not, to increase process quality instead of
detecting process flaws, to improve precision instead of throwing out imprecise
pieces – in short, enabling production to manufacture better parts instead of just
selecting the good ones – adds value.

Even further, machine vision has developed into an enabling technology, a
decisive factor without which certain applications and processes would not
be possible at all. Vision-guided laser structuring or dispensing as well as
robotic assistants capable of bin-picking and handling of imprecisely positioned
workpieces are inconceivable without sophisticated (3D) image processing
methods.

10.3 System Categories

Like applications, machine vision systems can also be categorized in various ways.
This section will introduce some important distinctions that affect cost as well
as performance, operation, and handling of the system. There are many crite-
ria that can be used to differentiate machine vision systems, some of which are
as follows:

• Dimensionality1: 0D, 1D, 2D, 2.5D2, and 3D systems.
• Flexibility: from simple, hardwired sensors to systems with limited or full con-

figurability and freely programmable systems.
• System basis: ranging from large parallel computers to common PCs, as well

as digital signal processor (DSP)-based smart cameras, custom single-purpose
chips, and, increasingly, freely programmable standard system-on chip (SoC),
all of these frequently enhanced by field-programmable gate arrays (FPGAs)
for special-purpose algorithms and control tasks.

• Manufacturing depth: how much of the system is built from commercial
off-the-shelf (COTS) components, especially in the software area, how much
is (or needs to be) custom-developed.

All these categories – and certainly quite a few more – can be of importance for a
system decision. The number of possible configurations far exceeds the scope of
this chapter and is only partly of interest from an integration point of view. There-
fore, we will restrict ourselves to some typical categories, which are important for
their widespread use as well as for the different approaches they represent.

1 Note that we use dimensionality here in a purely geometrical sense; from a physical or
informational point of view, systems may have much higher dimensionality, for example, in the case
of multispectral imagery or the combination of coordinates, time, color, and so on.
2 Commonly, if not very scientifically, used for systems evaluating height maps, gray level images
where the brightness encodes height.
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10.3.1 Common Types of Systems

There is little common terminology in this area. For example, some companies
call a vision sensor what for others is an intelligent camera; others use the term
vision controller for a configurable system much like a smart camera – only with-
out the camera built in – others for a specialized DSP-based computer, and so on.
The following list therefore introduces several terms for different types of systems
that we will try to use consistently in the remainder of this chapter. Those who
are used to these terms in a different meaning, please bear with us.

Sensors for small, single-purpose, hardwired systems usually giving a binary
yes/no result and working in 0D or 1D; we will treat these only very briefly.

Vision sensors representing a middle-ground between traditional sensors and
simple image processing systems.

Compact systems for want of a better word, although there are so many for this
type of system: intelligent camera, smart camera, smart sensor, or vision sensor
(not the one from above!).

Vision controllers for small, configurable, multipurpose units; these are essen-
tially small computers specialized on machine vision tasks and equipped with
communication interfaces for automation purposes.

PC-based systems, naming the most common hardware basis for systems built
using general-purpose computers. Thanks to the rapid development of the
hardware over the last decade and the flexible programmability, these systems
lend themselves readily to parallelization on the system as well as over the
network for cloud-based processing – as exemplified by the face recognition
capabilities of Google and Facebook.

In the following sections, we will try to characterize these systems mainly from
an automation point of view.

10.3.2 Sensors

A sensor is, from the point of view of automation, a very simple thing. It is fixed
somewhere and gives a signal, indicating some state. There are all kinds of sensors
using all conceivable physical quantities: force, distance, pressure, and so on. We
are most interested, naturally, in optical sensors.

Typical optical sensors are light barriers (retroreflective or through-beam) and
color sensors. A light sensor can recognize the presence of an object, either by
the interruption of its beam or by the reflection from the part. A color sensor can
recognize the color of the light spot created on the object by the illumination of
the sensor.

These sensors are essentially zero dimensional, and they have a very small field
of view; basically, they evaluate a single spot. It is obvious that effects like position
tolerances or variations across the part’s surface pose real problems to such a
system. Applied appropriately, they are very useful, of course; in fact, they are
indispensable for high-speed image processing as trigger indicators, as we will
see in Section 10.8. One has to be clear about their limitations, however.

We will not go any deeper into the subject of these sensors. From an integration
point of view, they are basically components that are fixed and adjusted in some
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place and then deliver a yes/no signal, like any binary switch, or a numerical value,
for example, as with a brightness sensor.

10.3.3 Vision Sensors

The term vision sensor has been coined for systems that use areal sensors and
machine vision methods for performing specific tasks.

Thanks to the areal sensors, they have some advantages over basic sensors. They
can take a larger field of view into account and thus cope, for example, with irreg-
ular reflexions created by structured surfaces (like foil packaging), and color and
brightness variations across surface areas.

Together with machine vision algorithms, the areal sensors enable these sys-
tems to perform evaluations not possible with basic sensors. Many applications
are feasible using such systems, from very simple tasks, such as computing
the average brightness over a surface area, to counting, sorting, and character
recognition.

The main point is that this type of system is built for a single, particular pur-
pose. Perhaps the best known systems of this kind are DataMatrix code scan-
ners – although they are not typically seen as vision systems at all by the end
users; so we see that with the DataMatrix scanner, there is already a type of sys-
tem where the underlying technology is retreating behind the application as it
should be with a mature technology.

Vision sensors in this sense of the term will certainly take some market
share from more complex, more expensive systems that used to be required
for these applications. Even more, however, they may expand the market as
a whole, making applications economically viable that have simply not been
done before.

Being considerably more complex, especially in their algorithms, than simple
sensors, these systems allow for – and require – more configuration than these.
Nevertheless, doing an application with this kind of system is still usually less
complex than with a full-fledged vision system. Being single-purpose systems
makes them easier to set up and operate for the end users.

From an integration point of view, they can be as simple as a basic sensor,
delivering a yes/no signal according to their configuration. They may also pro-
vide numerical or string-type results that DataMatrix scanners necessarily do,
but usually with little variation. Vision systems, on the other hand, being used for
all kinds of applications produce very different types of results and thus may have
very complex information interfaces (cf. Section 10.7).

To sum up, vision sensors in this sense of the term can deliver very
cost-effective solutions to a range of applications that exceed the capabil-
ities of simple sensors and are not economically viable using fully flexible
vision systems. Integration effort will largely lie with the automation system, as
vision sensors will typically have only limited flexibility in their communication
protocols. For a system integrator, standardization will therefore be important:
finding a range of sensors that meet the application requirements and provide
long-term solutions.
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10.3.4 Compact Systems

This is, admittedly, not a common term in this field. some companies call this type
of system a vision sensor, and others an intelligent or smart camera.3 The term
compact system reflects the fact that the entire vision system hardware, namely
camera sensor, digitization, processing, and communication, is integrated into
a small space, typically contained in a single unit. The original compact system
therefore is nothing but a digital camera with a built-in computer.

Compact systems come in very different forms and with different application
methods. There are central units coordinating several such compact systems,
as well as systems with a separate camera head or an additional camera input.
Area-scan sensors dominate the field, but line-scan systems are also available and
increasingly also 3D data acquisition. The time-of-flight principle (see Section
10.10.2.2) lends itself naturally to compact, stand-alone Units, and is used, for
example, in logistics and security applications.

Many systems come with a configuration program, typically running on a PC
and communicating with the unit over Ethernet or other suitable interfaces, for
conveniently setting up a built-in vision functionality, which can be quite sophis-
ticated. However, DSP-based systems programmed using a cross-compiler and
a library of machine vision routines, as well as systems with a standard CPU
and operating system – typically some flavor of Linux or Windows – are also
common, sometimes supported by FPGAs to speed up typical image processing
algorithms as well as carry out control tasks like light switching, camera trigger-
ing, and so on.

Naturally, compared with a PC, there will be restrictions on some or all of the
aspects of processing power, RAM and permanent storage space, number of sen-
sor connections, and extensibility of hardware as well as software.

On the other hand, a closed system – regarding hardware as well as soft-
ware – has undeniable advantages. System security is easier to achieve than for
PC-based systems, and configuration management is also simpler: hardware
type and firmware version will usually be sufficient to reconstruct a system that
will behave identically with the same vision software configuration. This can be
much harder with PCs.

The ready availability of SoCs, like the well-known Raspberry Pi or alterna-
tives like BeagleBone or Hummingboard4 running standard operating systems
will yield another boost to this segment. Already there are industrial cameras on
the market with an integrated SoC, also sometimes coupled with an FPGA, so we
can assume that their small footprint, flexible programmability, and low price tag
will have an impact on the industry as they had on the hobbyist area, especially
since they are often touted as the building blocks of the Internet of Things due to
their inherent connectivity.

3 The term smart camera is increasingly used for cameras built into smart phones, which tend to
have more and more sophisticated processing capabilities, like face recognition, and so on. They are
built and programmed for other ends and to quite different specifications than cameras for
industrial vision systems; therefore we will use the term intelligent camera instead.
4 There is no claim to completeness here and certainly no recommendation intended; these are just
some often-heard examples of this system category.
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10.3.5 Vision Controllers

In the preceding sections, we have characterized vision controllers as small,
special-purpose computers with a camera and communication connections.
From an integration point of view, they are similar to PC-based systems, except
that the units are typically smaller, thus easier to accommodate, use a 24 V
DC power supply, and no standard operating system. Otherwise, with camera,
communication, and power supply connections, they are integrated in much the
same way as PCs.

From an application point of view, they are not much different from compact
systems. They usually have built-in image processing algorithms, which are set
up using a configuration program, determining the sequence and parameters of
the algorithms.

Vision controllers are typically less expensive than PC-based solutions and
appear convenient because of their small size. They are also less flexible, for
example, with regard to communication, so this cost advantage has to be
carefully calculated. A one-shot application of such a system will probably not be
cost effective, as it will require a lot of nonstandard expenditure; if one can use
such units as a standard for a considerable number of applications, calculations
will be much different, of course.

10.3.6 PC-Based Systems

In this context, a PC-based system denotes systems based on general-purpose
computers with a standard operating system. The term is not restricted to the
combination most commonly encountered in offices, namely a PC with an Intel
architecture and a Windows operating system. It may just as well be a PowerPC
or ARM system with a Linux operating system or other variations.

There are mixtures, as has already been mentioned, for example, compact sys-
tems built upon such a CPU and running a standard operating system. Under the
aspect of how an application is carried out, this does not make too big a differ-
ence. However, there is a crucial difference, namely the extensibility of standard
PCs. They can be equipped with different interface cards for various bus systems,
with different frame grabbers for all kinds of cameras, with additional RAM and
hard disk space, and so on.

In addition, the standard operating systems on these machines offer a wide
range of services, for data management, networking, display, communication,
and so on, and the variety of software, including development systems and
machine vision software, is overwhelming. Add to this the emphasis on multi-
core systems in recent years, supplemented by many-core graphics processing
units and the relative ease of combining such machines to computing clusters,
and it is obvious that flexibility and performance can hardly be greater than with
such a system.

This does come at a price however: the hardware is relatively expensive, at least
for a single-camera system; configuration management is difficult, considering
that standard PC components sometimes are available for hardly more than half
a year on the market and that there is such an inexhaustible variety of hard-
ware and software components which may or may not work together. Also, PC
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systems are usually equipped with hard disks that are not always capable of run-
ning 24/7 under production conditions. Alternatives, such as solid-state drives
(SSDs), have secured a foothold in the market and are standard with some sys-
tems; however, their long-term behavior is not yet well understood and they are
still more expensive. Especially when traceability is a requirement or the con-
venience to have a large back storage of images for optimizing the system, size
does matter.

And, of course, there is the security risk posed by malware, and shutting the
systems off from the network is not really a solution, especially in the times of the
Industrial Internet of Things. Even if the system does not really have an actual
internet connection, viruses may be introduced into the system in a variety of
ways that are not easy to close completely.

We can further differentiate PC-based systems based on the way the machine
vision software solution is created: library-based and application-package-based
systems.

10.3.6.1 Library-Based Systems
In a library-based system, functionality from a machine vision library is in some
way incorporated into an executable program that represents (the software-part
of ) the vision system. There are many ways to do that; most libraries today come
with a rapid-prototyping tool, which allows a sequence of machine vision func-
tions to be set up rapidly and supplied with initial parameters. This sequence
can be exported as source code and compiled into a larger overall program; or a
complete prototype setup is loaded by an executable dynamic link library (DLL);
or the library has a built-in interpreter executing a script connecting the library
functions.

The common element is that library-based systems involve a programmer in
the creation of a vision system, someone who provides the necessary framework
to control the execution of the vision algorithms, take care of data handling and
communications, provide a user interface, and so on. Since a programmer is not
necessarily a specialist in lighting or optics, this will often mean an additional
person in the project, and hence additional cost and organizational complexity,
especially with regard to system maintenance.

The programming work to be done for such systems can be considerable, and
there is the danger that after carrying out several applications there will be several
diverse executables to be maintained. On the other hand, this approach offers
the ultimate flexibility. The way the application is executed is under your control;
you can adapt to any automation environment, provide every user interface the
customer wants, include any functionality you need, and so on. We do not want
to get carried away here, and there will always be limitations and be it that some
libraries do not work well with each other, but the fact is that with this approach,
the system integrator is also the system designer.

For systems that are identically duplicated many times – for example, driver
assistance systems, video surveillance systems, or standard machines – and/or
that have specific requirements on performance, integration with the environ-
ment, user interface, and so on, this approach is very effective, allowing exactly
the required system to be built and distributing the development cost on a large
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number of copies. For one-shot systems, the development and maintenance effort
will often be hard to justify.

10.3.6.2 Application-Package-Based Systems
Here, an application-package means a piece of software used to configure a
machine vision routine which can then be loaded and executed by the same
(or another, that does not really matter) piece of software without modifying
source code or compiling anything in between. So, ideally, if the machine vision
functionality built into the application package suffices, no programmer is part
of the application loop. The application engineer alone sets up the solution and
everything that belongs to it, and deploys the solution using the application
package.

The basic idea behind the application-package approach is that there are many
things outside and above the level of machine vision functionality incorporated in
a library that are identical between vision systems and that productivity and qual-
ity of program development can be improved by uncoupling programming from
the application process. This can lead to rapid and cost-effective solutions for a
large class of problems. For a company with a fast-changing product spectrum,
this can be a very effective approach.

The downside is that some degrees of freedom are lost in comparison with
the library-based approach. Here, the system integrator is no longer the mas-
ter of the execution environment, of the overall application logic; depending on
the architecture of the package, they may not be master of the communication
taking place between the system and their (or their customers’) automation envi-
ronment. This can be a problem. And the distinction still holds even if the same
company creates the application package and the application because if every
application is allowed to feedback immediately into the package development
and have its specific requirements fulfilled, we are back with the library-based
approach, extended to a somewhat standardized framework.

Also, in many cases, some functionality may be missing from the application
package, a small one to make the customer happy, or a crucial one to solve the
application at all. In any case, a method to extend the package’s functionality is
essential. How easily and how well this is possible depends on the extension inter-
faces provided by the application package vendor.

For machine vision companies making a considerable number of systems, it
may prove worthwhile to create their own application package, if they cannot
find one on the market meeting their needs – or simply want to avoid depen-
dencies and keep their freedom of adaptation. When they build many basically
similar systems, encapsulating that similarity in a configurable base application
can be useful. Or, they have such an application turnaround that there is a return
on the investment to provide the resources to create such a package. There are,
in fact, machine vision companies that act as turn-key system builders, but use
self-developed libraries and application packages internally, which they do not
sell on the market.



10.3 System Categories 713

10.3.6.3 Library-Based Application Packages
To extend this last thought, building one’s own application package on the basis
of a well-established library of image processing (and possibly other) functions
can have several benefits. Not only does it further standardization and reduce
the implementation effort for the package itself considerably, but it can also ease
application work for each individual project – especially in the case of a scriptable
library with a built-in interpreter which was described above, as this allows fast
turnaround between development, testing, and deployment.

10.3.7 Excursion: Embedded Image Processing

Embedded image processing systems are a category that in some respects runs
crosswise to the system types discussed so far in this section. In terms of their
implementation in hardware and/or software, embedded image processing sys-
tems can belong to practically all of the above categories. So, in a sense, we have
already covered this area.

Nevertheless, some remarks appear appropriate, as this area is often cited
recently as being poised for immense growth in the near to medium future.
Since it is also a diversified topic with several emerging lines of development
and a not-yet-quite-clear direction, we will restrict ourselves to some general
remarks here.

In general, an embedded system denotes a computer integrated into some
sort of technical context, from something as simple as the controller of a
dishwasher up to the avionics of an aircraft. In that general sense, almost every
industrial image processing system is “embedded,” as it plays some role within
a larger technical context – a machining station, a manufacturing line, or an
entire plant.

However, in most installations, we still observe clearly separated roles between
sensors and actuators and between control and measuring or inspection systems.
In that sense, the image processing systems are not embedded but stand-alone
subsystems. On the other hand, there is an emerging trend to integrate these
functions into one system.

We can distinguish two main lines of development, both of which will probably
continue to grow in their respective functions.

On one hand, compact vision systems, such as smart cameras, are equipped
with limited control and actuator functions, for example, the ability to control
valves to sort or expel parts. Therefore, for example, feeders with selectivity for
type and quality of the parts can be based solely on a smart camera system without
the need for a programmable logic controller (PLC). Of course, this has its limits,
for example, in safety functionality.

On the other hand, the increasing computational power of PC-based control
systems, especially multicore systems, makes it possible to integrate machine
vision functions into the control system. Various degrees of integration are con-
ceivable, from having distinct software entities running on the same hardware to
image acquisition and processing functions within the PLC software.
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Again, the different principles have different advantages and limitations. Keep
in mind that a control system is typically – and necessarily – a real-time sys-
tem, meaning that it has to guarantee certain reaction times (real time is often
equated with speed, but that is not quite accurate; the computational throughput
of a machine vision system is usually far higher than that of a PLC system, and
it will in general achieve its task fast enough, but it does not guarantee reaction
times). Vast demands on memory and computational power may exceed the lim-
its of a real-time system. For example, real-time processes on a Windows system
are typically implemented at a kernel-driver level where dynamic memory allo-
cation and exception handling – which are usually taken for granted in modern
image processing software – are not possible.

Therefore, the potential for advanced solutions will be greater outside the
restrictions of the real-time process; however, latencies will of course be larger
than with integration into the real-time PLC run-time process. So for certain
applications, integration into the real-time process is a must.

The up-and-coming SoC we mentioned in Section 10.3.4 will be a major fac-
tor in this area. Their small footprint, free programmability, and input/output
versatility will allow many applications to be realized that where hitherto uneco-
nomical or not possible within space or power constraints.

All these systems can and increasingly are supported by FPGAs integrated into
cameras, frame grabbers, and SoCs, for speed-up of algorithms and other spe-
cial tasks. Moore’s law may be reaching its limits, but clever combination of the
capabilities of diverse components will still increase performance.

10.3.8 Summary

Naturally, there can be no fixed rules as to what system to use for what purpose,
nor is there a single right answer to the question of the system approach. How-
ever, one thing is clear: the more powerful and the more common the hardware
platform is, the more flexible the system will be and the wider its range of applica-
tions. At the same time, it will often be more difficult to set up and more difficult
to troubleshoot – not very surprising, actually.

Systems based on general-purpose computers provide the greatest flexibility
due to their extensibility and the richness and variety of the development environ-
ments, libraries, and application packages available. Vision controllers and com-
pact systems may fare better in ease of use and purchasing costs but may come
up against limiting factors like computation power and flexibility, since neither
hardware nor software is usually built for being extended. Special-purpose com-
puters, like parallel DSP systems, for example, may offer the best performance and
be indispensable for very demanding applications, but require highly specialized
programmers. Finally, vision sensors are by definition limited in their range of
applications, but within that range, they are often hard to beat with respect to
price–performance relation and ease of use.

Where there are several ways to solve an image processing task – for example,
when a PC system and a compact system are both capable of doing the inspec-
tion – the decisive factors may actually be outside the area of image processing
itself: communication requirements, for example, may rule out some systems
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which simply do not have the required interfaces, or production organization may
rule out others which cannot cover the product spectrum and the type diversity.
Cost and space constraints, as well as competent personnel, may impose different
restrictions.

Again, there can be no single right systems approach. The following sections
will cover many of these topics outside actual machine vision. Hopefully, this will
give some insight into the questions to be answered when making such a decision.

10.4 Integration and Interfaces

The development of technology and market in recent years (see Section 10.1.1)
clearly shows that machine vision has become a standard tool of automation tech-
nology and will continue to gain importance in the foreseeable future.

Increasing capabilities of hardware and software will make more applications
technically feasible, and improving price–performance ratio will help from the
economics point of view. However, the ability of integrating this technology
into the production environment and the organization will probably be even
more important. Together with product complexity and quality requirements,
production systems become more complex also; manufacturing stations are
already crammed with technology, equipped with various measuring and
inspection devices in addition to the actual production processes. Production
and maintenance personnel have to manage this complexity and to operate and
service all those devices.

Especially smaller companies – or smaller locations of large companies – will
not be able to afford several machine vision experts, if at all. To further the use of
machine vision systems, it is therefore necessary, among other things, to facilitate
integration, operation, and maintenance by nonspecialists.

Take PLCs as an example. Every PLC fulfills a unique task, specialized for
its production station, and it is programmed to do so by a specialist, a PLC
programmer. However, normal production operation as well as many mainte-
nance operations – up to, for example, the complete reinstallation of the system
after a hardware failure – can be carried out by nonprogrammers. This requires
providing (nonspecialist) end-user personnel with the right information and
means of intervention to operate the system, to diagnose and remedy problems,
to exchange system components without breaking functionality, and to adapt
the system within the limits of its original specification.

It should not be overlooked, however, that the physics of part surface, light,
optics, and sensor introduces an additional complexity, which is typically not
considered in the area of PLCs. There, work usually starts with a directly usable
sensor signal; making that signal usable is typically left to a specialist, unless the
sensor is very simple. Here, in machine vision, it is just the point: making the
system usable as a whole, including the sensor chain.

10.4.1 Standardization

Before we come to the various interfacing requirements of vision systems, a word
on standardization is appropriate. There used to be little or no standardization in
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the field of machine vision beyond video signals. Today, several (digital camera)
interface standards (such as CameraLink, GigE Vision,, etc.) have emerged, as
well as some software interface standards (such as the GenICam interface speci-
fication), mostly in the area of image acquisition [10].

Beyond that, there is still very little standardization, which is due, in part,
to the comparative youth of the field, and also to the structure of the industry.
The machine vision market is dominated by component suppliers, offering
cameras, framegrabbers, software libraries, and vertical solution providers
offering complete solutions, turn-key machine vision systems. Most vertical
solution providers make their own software or use a few selected products, but
far fewer make their own cameras and frame grabbers, so the primary area of
standardization is that of interfaces to components bought by system integrators
on the market.

Internally, the vertical solution providers, of course, do standardize; we already
mentioned that there are system integrators who use self-developed application
packages. As yet, these providers do not see a clear benefit from higher level stan-
dardization, spanning companies, but the increasing importance of integration
into a highly digitized and networked manufacturing environment may change
the equation. In particular, to reap the expected benefits of Industry 4.0 or the
Industrial Internet of Things) standardization will have to go much further.

Extensive use of machine vision systems will make it worthwhile to standardize
in some or all of the areas mentioned here. This will be an effort, to be sure; it may
make some systems more expensive than strictly necessary. Overall, however, it
will prove valuable, especially when considering maintenance, service, and spare
part costs over the lifetime of the systems – which can be surprisingly long.

10.4.2 Interfaces

As outlined previously, a major factor for the ongoing success of machine vision
is its integration into the automation technology environment; integration can be
understood as interfacing with other systems. The following sections will take a
look at some of the interfaces that play a role in the integration of machine vision
systems:

• mechanical integration into the production line in Section 10.5;
• electrical connections in Section 10.6;
• information exchange in Section 10.7;
• synchronization aspects in Section 10.8;
• user interfaces in Section 10.9.

10.5 Mechanical Interfaces

It may sound trivial, but it is one of the first things to be dealt with: a machine
vision system including all its components must find its place(s) inside a produc-
tion station and must be mounted and fixed there.

Everywhere we find miniaturization: sensors, parts, and computers become
smaller. This continues in machine vision, of course. Simply compare current
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cameras with those 5 years ago. However, we cannot miniaturize the laws of
optics. A telecentric lens for a part of certain dimensions also needs to have a
certain size. Light does not change its way of propagation, so working distances
have to be kept to capture clear, sharp images with sufficient field of view as well
as depth of focus, and so on. Not that there has been no progress in this area,
with liquid lenses and active optics, for example, but physics still rules.

So machine vision has its particular demands on the mechanical setup, and
although a mechanical designer may have knowledge of geometrical optics, we
cannot necessarily expect specific knowledge about the types and characteristics
of particular optical setups, lighting, cameras – much less an ingrained feel of
these things – which will lead to a suitable mechanical design. So, it is the duty of
the machine vision specialist, as well as to his advantage, to explain all these things
to the mechanical designer, discussing them as early and as often as possible so
that the requirements of the vision system are incorporated into the machine
design.

Such information includes (as usual, without any claim to completeness) the
following:
• component dimensions (i.e., cameras, optics, lights, computers, always includ-

ing connectors!) and means of fixation;
• working distances for lights and optics;
• position tolerances with respect to translation as well as rotation;
• forced constraints, for example, for telecentric lenses and illumination (see the

following for an example);
• additional sensor requirements (e.g., the need for a light barrier as a triggering

device. Even though wiring and setting up such a sensor is the responsibility
of electrical engineers, the mechanical designer has to provide the space and
mounting for it);

• additional motion requirements;
• environmental conditions.
Note that there is no inherent difference between 2D and 3D machine vision in
this respect. If anything, a 3D system will have more components and tighter
constraints than a 2D system.

10.5.1 Dimensions and Fixation

As with every component to be built into a production station, the first thing the
mechanical designer needs to know is the dimensions as well as the means of
fixation.

Speaking of dimensions, it should not be forgotten that vision system compo-
nents – cameras as well as lighting and processing units – usually have cables
connected to them! The connectors have a certain size and the cables have
certain minimum bending radii. These are factors the designer has to take into
account.

All the components used in imaging vary considerably in size and shape. Just
look at all the various forms of LED illumination available today or at the vastly
different cameras. These differences, unfortunately, continue in the means of fas-
tening the components. Cameras may have screw threads in all possible places
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and may use all kinds of different screws – which may be impractically small for
mounting the cameras reliably in a production environment.

Standardization is an important means of handling this variety. Restricting one-
self to a minimum number of components – easier for cameras and optics than
for the often highly project-specific lighting – and trying to convince the man-
ufacturer or distributor to provide these components with practical and consis-
tent means of fastening is a good strategy to make life easier for the mechanical
designer as well as one’s own and that of the maintenance personnel later on.

For example, precise, unvarying, reproducible geometrical relations (first
between the workpiece and optics/camera) are of prime importance, especially
for gauging applications. Software can support this, for example, by providing
comparison of a stored calibration image with the current image. Mechanically,
accuracy can be improved in such applications by pinning the cameras to ensure
a good fixation as well as precise reproducibility of the position. This requires, of
course, that the manufacturer or distributor equipped the camera accordingly.

10.5.2 Working Distances

Closely related to the dimensions are the working distances. Optics as well as illu-
mination has to be in certain positions relative to the piece to be inspected. The
tolerances for these working distances may be rather small, especially in situa-
tions where little light is available, for example, when very short exposure times
are required, leading to small depth of focus, or where the angle of incidence is
of prime importance, like in certain surface inspection applications.

The working distances and their tolerances are among the most important
parameters to the mechanical designer because they strongly influence the
overall design of the system and they are absolutely not obvious to a nonspe-
cialist unless he or she has considerable experience designing visual inspection
stations.

10.5.3 Position Tolerances

Most machine vision systems have some means to handle variations of the object
position or orientation in the image. However, there are limits to this capability.
Most obviously, of course, the features to be inspected need to be completely
visible in the image, giving an absolute upper limit to positional variations. But
the practical limit may be much smaller. For example, the quality of the image
may decrease toward the borders due to optical effects; lens distortion typically
increases with distance from the lens center, so gauge capability may be lost or
require complicated calibration methods; or the incident angle of the light may
change, rendering certain features less distinct, and so on.

Therefore, the effects of positional variations should be estimated and an upper
limit given to the mechanical designer – and it should be conservative.

Product design may be relevant here also. For example, if a part to be inspected
from top has a height tolerance of 0.8 mm and the required resolution leads to an
optical system with a depth of focus of just 1 mm, the vertical position tolerance
for the mechanical setup is reduced to only 0.2 mm (Figure 10.1). Rarely does the
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Figure 10.1 Addition of
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chance of influencing product design for better “inspectability” present itself, but
if it does, use it.

10.5.4 Forced Constraints

Sometimes there are relationships between components that are not obvious for
a nonspecialist. These need to be explained and communicated.

Take the example of a system equipped with cameras with telecentric lenses
and corresponding telecentric lights. As the optics can only see parallel rays and
the lighting only send parallel rays, there is a forced constraint, namely that the
lens and the corresponding light always need to be parallel and preferably exactly
opposite to each other. Neglecting to inform the mechanical designer about this
fact can, and most probably will, result in a design where the opposite partners
are not forcibly parallelized, causing a lot of unnecessary adjustment work
(Figure 10.2). In a similar way, certain types of 3D acquisition, like photometric
or deflectometric methods, may have a strong dependence on the angle between
incident light and the optical axis of the camera.

10.5.5 Additional Sensor Requirements

A vision system may require additional sensors, for example, to detect the pres-
ence of a part in the first place – this signal might go to the PLC, which in turn
starts the vision system inspection; or light barriers that are used to trigger image
capturing of moving objects at a precise point in time, often connected with

Figure 10.2 Correctly aligned,
translated, and rotated telecentric
components.

Telecentric
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Telecentric
lens
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Part
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triggering a strobe light to freeze the motion in the image; or rotary encoders
to synchronize capturing by line-scan cameras with motion of the workpiece to
achieve constant scale and geometrical properties over the entire image.

From the mechanical point of view, these are simply additional components
that the mechanical designer has to know about, including dimensions and possi-
ble restrictions to mounting and position – like the maximum signal cable length.

10.5.6 Additional Motion Requirements

There are various reasons why a manufacturing station may require capabilities
for additional movements because of a vision system. According to the frequency
of the movement, we can distinguish between the following:

• Adjustment movements are required only rarely, often only in the first stages
of an application. Not everything can be tested or calculated in advance, so
some means of adjustment, for example, slides or rotating joints for mounting
cameras or lighting, may be required during tryouts until an optimum position
is found. Then the position may be fixed, or the adjustment means kept in place
for later changes.
Adjustment means should be easily accessible and they should have a method
for fixation and also for marking the setting – such as digital counters – so that
a setting can be easily reproduced, for example, in case the system has to be
partly disassembled.

• Changeover movements may be required when the type of product being
inspected is changed. Different part geometries may require not only changes
to software procedures or parameters but also changes in, for example,
distances or angles between part and optics, or part and lighting, or both.
Changeover movements occur outside the area of machine vision also and
can be manual or automated.
Sometimes, however, an additional set of sensor equipment (camera, optics,
illumination, etc.) will be less expensive than a moving axis, which requires
not only purchasing but also mounting and – in the automated case – control
system programming.
If changeover movements are carried out manually, the means for easy and
precise reproduction, such as digital counters, are even more important than
for adjustment, as personnel may be required to switch frequently between the
settings for different types and do so quickly and precisely.

• Process movements are carried out for every single piece. There are many rea-
sons why process movements may be required. Here are a few examples:
– A line-scan camera always requires moving (be it a translatory or rotatory

movement) either the part or the camera – preferably the part to avoid track-
ing camera cables.

– Insertion sensors – such as endoscopes – or lights have to be moved into
the part cavity and back out again.

– Space constraints may require lights, optics, cameras, or the part to be
moved into position for inspection and removed afterwards. For example,
the sensor may be in the path of part transportation: if a part has to be
inspected in a backlit situation in a conveyor-belt setup, you obviously
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cannot mount the sensor equipment over the belt at the height of the
workpiece, as it would have to move through them; mounting the camera
and light on both sides of the conveyor belt may lead to undesired width
of the workstation. A typical solution would be to lift the part from the
conveyor belt level up to the camera level for the inspection (Figure 10.3).

– Working distances are also a frequent reason for moving pieces of equip-
ment. For example, diffuse on-axis lighting typically works best close to the
illuminated surface. There, however, it may again be in the way of part trans-
portation.

– There can be mechanical changes to optical situations. For example, moving
ambient light shielding in place for inspection and out of place for trans-
portation of the parts.

– Mechanical autofocus: part tolerances may exceed the optics’ depth of focus,
which may be overcome by moving the part or optics into the optimum
position.

10.5.7 Environmental Conditions

Typical cases of environmental conditions that cause mechanical requirements
are the following:

Vibrations, which may require mechanical decoupling or other measures, for
example, to protect sensitive computer equipment or to avoid adverse effects
on image quality.

Heat, which may also cause damage to equipment; possible remedies are addi-
tional cooling means or “spatial decoupling,” that is, placing computers further
away from heat sources.

Light shielding comes in two varieties: shielding the vision system against ambient
light, and shielding the environment against particular light sources.

With the exception of ambient light shielding, these requirements do not dif-
fer from other systems where computer equipment is employed in a production
environment, so designers should be familiar with this problem. It may be good,
however, to point out the possible sensitivities of the system. Especially, the effect
of vibration on image quality may not be immediately obvious.

WPC WPC with
lifting unit

WPC

Figure 10.3 Impossible, too wide, and workable arrangement of light and camera with
respect to part transportation.
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Light shielding, on the other hand, is a point that should always be taken into
account when discussing the (mechanical) requirements of a vision system.

Ambient light is, of course, potentially a major disturbance for a machine vision
system, which typically depends upon particular and stable illumination condi-
tions. This is especially true if the level, direction, or other characteristics of the
ambient light vary, as may be the case in a production hall with windows letting
in daylight. Light shields, however, are a major obstruction in a production sta-
tion and may cause additional motion requirements if they have to be moved for
transporting the part.

Protecting the environment against the vision system’s illumination is basically
no different from ambient light shielding as far as the mechanical requirements
are concerned. Only the reasons differ. These shields are typically needed because
of safety requirements, for example, when using lasers or other high-intensity
light sources (e.g., strobes). Infrared or ultraviolet lighting is also a cause of con-
cern, as our eyes do not have a natural protection strategy against these as they
have against visible light. The same holds for light sources producing ultra-short
light pulses, which are much faster than the protective reactions of our eyes. So,
when using high-intensity or invisible radiation sources, consult a safety engineer
to discuss the protection requirements.

10.5.8 Reproducibility

It has been mentioned in the context of mechanical movements for adjustment
or changeover, but the importance of reproducibility deserves to be stressed
explicitly.

Software engineers sometimes tend to forget considering reproducibility since
software is so easy to reproduce perfectly (although software problems some-
times are not), but to reproduce mechanical setups precisely, a little extra work
and thinking is required.

Mechanical reproducibility is naturally a prime concern in measuring systems
where accuracy often directly depends on the mechanical setup, but it is impor-
tant in every machine vision system. Machines are disassembled sometimes, and
components do fail and have to be exchanged; in all these situations, it must
be possible to re-create the original setup of lighting and optics to achieve the
same image conditions as before, and with as little effort as possible. Preferably,
re-creating these conditions should be possible without the help of a machine
vision specialist who may not be at hand then.

Of course, this also applies to changeover movements. If these are not exe-
cuted automatically but adjusted manually, appropriate limit stops and indicators
are required so that the various setups can be easily reconstructed. Preferably,
software, either on the PLC or the vision system, should assist the user here by
indicating clearly the adjustments to be made and possibly offer means of check-
ing these adjustments – like reference images for checking the camera field of
view, for example.

Standardization also helps in reproducibility. It is much easier to re-create
a particular optical situation if only a few different components are involved,
and if these components have unvarying standard fixations and long-term
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availability. The difficulties of camera fixations have already been mentioned
in Section 10.5.1. The rapid technological development does not help either,
as there is a good chance that exactly the same camera will not be available
when an exchange or a duplicate system is needed. Standard fixations, used
consistently and refitted on subsequent camera models, help to meet the end
user’s reasonable expectation that, after replacing a camera, the same image
should result as before. The end user, after all, is usually not interested in the
camera as such but in the result the system delivers.

Pinning, as mentioned in Section 10.5.1, is a possible method to create a repro-
ducible setup. It can also be used for retrofitting after finding an optimal setup
in try-outs. If the system cannot be built for accurate reproducibility in such a
way – for example, because adjustment possibilities must be maintained – then
position and orientation of the components may be recorded to allow for
re-creating the setup, or a specialized jig may be designed and manufactured as
an assembly aid to assist a mechanic in readjusting or duplicating the setup.

The above remarks are equally valid, of course, for all parts of an optical setup.
Actually, since lenses, especially telecentric lenses, are often considerably larger
than modern cameras, the lens is sometimes the main object to fasten while the
camera becomes more of an attachment.

That lenses should be lockable with respect to focus and aperture is a matter
of course. That does not help much, however, with exchanging lenses (or dupli-
cating a system which is no different in principle from exchanging a lens). Again,
standardization is very helpful since lens sizes and characteristics vary so much
even for lenses with basically identical imaging properties.

Light sources also have to be considered. They have a limited life-span – even
LEDs do – and they may change their characteristics over time, especially close
to the end. Depending on the application, methods to detect this change and
to compensate for it may be necessary, for example, automatic monitoring of
well-defined image areas for brightness changes and adjustments to the light
source power supply can help keep the brightness stable. Exchanging the light
source can lead to sudden drastic changes. In addition to brightness changes,
changes in wavelength are also very critical, since the exact point of focus changes
with the wavelength, so the imaging characteristics may be altered considerably.

In all these cases, software tools can be very helpful to aid the user in re-creating
a particular optical setup. For example, the system may provide a means to store
reference images for various cameras, possibly several per camera to account for
different lighting situations, combined with tools to compare the current image
with the stored one. Such tools may be markers identifying particular points in
the image to compare the field of view, brightness computation in prescribed
areas to compare lighting levels, or gradient computation to estimate the focus
quality. Without such tools, comparing live images is basically the only – and not
very precise – way of re-creating a particular imaging situation.

10.5.9 Gauge Capability

Gauge capability is a difficult topic to place. It touches all areas of a machine vision
system that has to perform dimensional measuring: lighting and optics, quality of
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sensor and signal transmission, accuracy of algorithms, and so on. All these are
treated in depth in other chapters of this volume.

Of the subjects in this chapter, the most important one for gauging accuracy is
the mechanics of the system. It has to guarantee the stable conditions required
for precise and accurate measurements – just as with non-optical measuring
systems.

The automotive industry has long followed strict guidelines concerning the
capability of measuring systems to deliver precise and accurate results,5 one of
the most prominent results of this process being the Guide to the Expression of
Uncertainty in Measurement [11].

We will leave the theoretical aspects of gauge capability to these guidelines as
well as to works on statistical process control and the like. Suffice to say that gauge
capability is a much stricter requirement than simply having sufficient resolution
to measure a value with a given tolerance. And these requirements affect all parts
of a machine vision system.

We can see the effect on the mechanics of a system using a simple example.
Suppose we had a vision system intended to measure the diameter of a cylindrical
part, a fairly easy task, or so it seems.

We will back-light the part, using all the available tools for accurate imaging,
namely telecentric lighting, telecentric optics, and so on. Then we could have the
system measure the width of the part’s shadow. However, the diameter has to be
measured parallel to the cylinder’s base. What if the cylinder is not precisely hor-
izontal? Can we simply ignore the inclination and measure horizontally anyway?

Let us assume a tolerance of ±0.04 mm for the nominal diameter of 10 mm and
an evenly distributed stochastic measuring error with an amplitude of 0.006 mm.
This gauge would be capable, according to evaluation methods common in the
automotive industry.

Now, what would be the effect of an inclination? As Figure 10.4 shows, the hor-
izontally measured diameter is d∕ cos(𝛼), which is the actual diameter divided
by the cosine of the inclination. At 3∘ of inclination, this amounts to a measur-
ing error of 0.14%, corresponding to 14 μm on the nominal length of 10 mm.
Although considerably smaller than the part tolerance of 40 μm, this error does,
however, significantly reduce the usable tolerance range: if inclinations up to 3∘
have to be tolerated, a part measured at 9.973 mm has to be scrapped, since its
actual value could be 9.959 mm, which is just outside of tolerance.

Although this particular error will reduce the tolerance range only on one
side – as it will always result in increasing the measurement value – it still
reduces the usable tolerance range from 0.08 to 0.066 mm, only 82.5% of its
original value. An evenly distributed random inclination with an amplitude of
2∘ would cause the system to lose its gauge capability according to common
evaluation methods in the automotive industry. If the construction of the
workpiece and the receptacle is such that the part falls with equal probability

5 The distinction may not be obvious to non-native speakers of the English language: precision
denotes the capability of a measuring system to produce stable measurement results (for the same
part) within a narrow range of variation; accuracy denotes the capability to deliver a result that is
close to the correct value.
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Figure 10.4 Effect of part inclination on measurement value and tolerance range.
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Figure 10.5 Part with two possible inclinations, due to construction of part and receptacle.

into one of two orientations, either vertical or inclined, the effect is even worse.
In that situation, an amplitude of 1.5∘ is already sufficient to make the system lose
its gauge capability without any other source of errors.6 Mechanical inaccuracy
therefore has a severe effect on the capability of the system (Figure 10.5).

This example clearly illustrates the importance of outside factors for the capa-
bilities of a vision system. Especially for systems required to be gauge capable,
the quality of the mechanical handling of the parts is very often a decisive fac-
tor. Expensive measuring systems with all kinds of fancy sensor equipment and
software have been known to fail because of an unsuitable mechanical design.

10.6 Electrical Interfaces

Like most other automation systems of some complexity, machine vision systems
require the following:
• Power supply connections for processing units and other vision system com-

ponents;
• “Internal” data connections between processing units and other vision system

components;
• “External” data connections to the automation environment.
Note that “data” does not necessarily mean “digital” in this context.

6 Of course, the inclination could be measured and used for compensation. However, this
measurement would be subject to error also. It is better, therefore, to prevent the problem in the
first place.
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Data connections typically have two aspects or dimensions: an informational
one, describing what information is exchanged, what the timing behavior is, what
the communication protocol looks like, and so on; and an electrical one, which is
concerned with the actual wiring, voltages, and the like. There is little intrinsically
specific about the electrical interfaces of machine vision systems compared to
other automation components; nevertheless, some points are worth mentioning.

10.6.1 Wiring andMovement

If possible, avoid moving cameras and other vision system parts; if not possi-
ble, design and wire in such a way that there is as little stress on the connectors
as possible. Many of the connectors used today in vision systems are not really
designed for regular mechanical strain; just think of Ethernet RJ45 connectors
common on DataMatrix scanners and some intelligent cameras, or of FireWire
connectors. Screw-fixed connectors, as used for CameraLink, can certainly tol-
erate some movement, but they are probably not made for the stress of, say, robot
movements. Appropriate cables and mechanisms for this type of application will
be a major cost factor.

This applies also to line-scan camera applications, where a relative motion
between part and camera is always required. Here, also, the part should be
moving – which it often does anyway due to the transport requirements of
the production process, the motion just needs to be controlled to create good
image-capturing conditions.

10.6.2 Power Supply

Machine vision systems use the same types of power supply as other electrical
devices used in automation technology. In that respect, electrical interfaces are
less varied and easier to handle than the mechanical ones. Typical power supply
characteristics are 230 V AC (or 110, depending on the country) and 24 V DC.

24 V DC is usually readily available in a manufacturing station; it is less
dangerous than higher voltage AC and therefore less heavily regulated. However,
the power consumption of high-performance PCs of around 400 W would
require impractical current ratings for the cabling. Therefore, 24 V DC is mostly
limited to systems of the vision sensor or intelligent camera type, although
it is also available in some types of PCs. These are typically less powerful,
often fan-less, systems that, because of their lower power consumption and
therefore heat-generation, can be operated in closed housings or inside switch
cabinets. Very demanding applications, however, will typically be outside the
performance range of these systems. However, this threshold is constantly
moving upward, mainly due to the demands of mobile computing, that is,
notebooks and even more so smartphones whose CPUs deliver unprecedented
performance-to-power ratios.

Whether 24 V DC or 230 V AC, a system running a modern general-purpose
operating system like Windows, Linux, or others, in general requires a controlled
system shutdown to avoid data corruption. Production stations, however,
are often powered down by their mains switch without regard to specific
requirements of individual devices. Therefore, these systems will usually need
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an uninterruptible power supply (UPS) to either help the system over a short
power outage or – more frequently – supply it with power during a controlled
shutdown initiated by the UPS’s controlling software.

A UPS can be integrated within the system. The main disadvantage is that the
electrical storage to keep the system running for some time without the external
supply is rather limited and difficult to exchange in case of failure. The advantage
is that control of the UPS can be encapsulated in the system and there is a very
simple interface to the outside, namely the usual power supply connector.

A UPS can also be built into the switch cabinet. The advantage is that it can be
larger, last longer, and be more readily accessible. The disadvantage is the addi-
tional cabling required, as the UPS requires not only a power supply connection
but also a communication connection to signal to the vision system when it has
to initiate shutdown due to loss of power.

Also in use are central UPS systems, possibly backed by emergency generators,
for an entire production line or plant, obviating the need for communication con-
nections to shutdown systems and keeping all systems permanently running.

Other power-consuming components are lighting and cameras. They do not
require shutdown, hence they can in principle be connected like any other elec-
trical component. They may, however, require a higher quality of supplied power
than many other devices. This should be checked with the manufacturer.

It is also common that the central unit of the vision system supplies cameras
and/or lighting with power itself, enabling the system, for example, to switch and
regulate light sources.

Cameras can be supplied with power through their signal cables. This is the
case with modern analog cameras using multiwire cables, often with standard-
ized connectors, and the popular digital camera interfaces USB 2.0 and IEEE1394.
The CameraLink interface of high-end cameras, however, does not have this capa-
bility, so these cameras require an additional power supply.

10.6.3 Internal Data Connections

By internal data connections we mean those between components of the vision
system itself (note that “internal” is a purely logical term here, such a connection
may well run over the standard factory network and thus be external to the vision
system physically).

The first such connection that comes to mind is naturally that between the
processing unit and the cameras (excluding, of course, systems of the smart
camera type where this connection is physically internal and hence of no
further concern for machine building). It is certainly unnecessary to elaborate
on camera/computer interfaces after all that has already been said in previous
chapters – at least about the informational aspect. What should be kept in
mind, however, is that the signal in these wires has to carry enormous amounts
of data. A standard analog video signal carries almost 90 Mbit/s information7

at a typical frequency of 15 MHz, close to the data rate of Fast Ethernet; the
IEEE1394a bus has a maximum bandwidth of 400 Mbit/s at a strobe frequency

7 Assuming 25 full frames of 768 × 576 pixels at 8-bit depth; of course, this is not directly
comparable to digital data transmission.
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of approximately 49 MHz. USB uses similar values. CameraLink is available in
various configurations, supporting 1.2–3.5 Gbit/s at 85 MHz. Signal lines of such
capacity are naturally susceptible to interference.

We also have to keep in mind that – in comparison to the 24 V digital I/O stan-
dard of automation systems – the signals have fairly low amplitudes: analog video
has a signal amplitude of 700 mV, and CameraLink (as a low-voltage differential
signal application) has 350 mV. Electromagnetic noise can have a severe detri-
mental effect on the signals.

It is therefore not recommended to run video cables parallel to power cables,
or to cables carrying fast communication (like bus cables), or close to strong elec-
trical devices, like motors. One will not often have to go so far as to put all camera
cables into stainless steel tubes, but sometimes there are environments requiring
such extreme shielding measures. In any case, the quality of cables, connectors,
shields, and the connections between them is very important for lines of such
bandwidth.

It is often necessary to control lighting during image processing. This can be
as simple as switching certain lights off, others on between capturing succes-
sive images. It can also mean controlling their brightness levels and LED patterns
online. This becomes more common with 3D systems using structured lighting
to make topological structures visible.

Traditionally – and this remains a good, simple, and reliable solution – digital
I/O connections have been used to switch brightness levels and/or prepro-
grammed lighting patterns; or lighting controllers have been used with serial
interfaces. Of course, these can also be connected to field buses using appropriate
converters, for example, bus terminals to set analog voltages for controlling
brightness levels.

Recently, lighting equipment has become available using USB or Ethernet
interfaces to program and control the illumination patterns. The amount of data
required is naturally much smaller than for a camera connection, posing no
challenge to modern bus systems. The interesting point, however, is that using
the same bus for more and more devices and applications requires more and
more addresses, increasing the bandwidth and affecting real-time behavior. This
is as true for Ethernet as it is for field buses.

We should certainly not forget connections between individual vision systems;
this is very common for certain types of intelligent cameras that communi-
cate with each other or with a specialized central unit. These connections
typically use some proprietary protocol embedded in TCP/IP over Ethernet
connections – again increasing the required bandwidth and the number of
addresses.

So, as devices become more and more flexible and use of digital (bus) inter-
faces more and more common, requirements on these interfaces also grow, and
it remains to be seen what the typical bus topology of an automated manufactur-
ing cell with a machine vision system will look like in the future – for example,
with GigabitEthernet for camera signals, some kind of real-time Ethernet for con-
trol and data connections, USB for slower devices, converters for legacy devices,
and so on (Figure 10.6).
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Figure 10.6 Possible system setup with USB and CameraLink camera, Ethernet and digital I/O
controlled lighting, and field bus connection.

10.6.4 External Data Connections

Finally, there are data connections between the machine vision system and its
environment. Typically, these will connect the processing unit of the machine
vision system with superior systems, such as the station PLC or a supervisory-
level computer.

Traditionally, such connections have been made by digital I/O and/or serial
interface, and these are indeed still used, though less frequently. Field bus connec-
tions are basically standard today, and there is hardly a vision system (software
or product) that does not support at least one field bus flavor. And, of course,
Ethernet is making progress in this area as in all other areas of automation tech-
nology. Actually, especially in the area of intelligent cameras and vision sensors,
there is a growing number of devices whose only connection to the outside world
is Ethernet – TCP/IP; parameters are set via TCP/IP, and results and images are
transmitted via TCP/IP. The various flavors of industrial, or real-time, Ethernet
are increasingly gaining ground here.

All these connections are standard to automation technology, and as far as
electrics, wiring, and so on, are concerned, they are no different than for any other
device – including sensitivity to electromagnetic noise, of course. The interesting
parts are the communication protocols and the information interfaces, discussed
in Section 10.7.

10.7 Information Interfaces

A vision system needs to exchange data with its environment – be it just receiving
a trigger and setting a yes/no result. Usually, it is a lot more complicated. For this,
a vision system needs data interfaces. In the following, some information on the
two closely intertwined topics of data and interfaces is presented – unfortunately
the medium of writing allows for a sequential representation only.

There are various developments that increase the amount and importance
of information exchange between vision systems and other systems. Among
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these is the spread of small cooperating units, for example, networked intel-
ligent cameras, increasing the demand on the availability of actual feature
values – instead of just yes/no decisions – for statistical process control, tighter
integration of vision systems with the automation environment, for example,
with the use of common type data, traceability requirements, and so on. There-
fore, we will deal at some length with information exchange interfaces. What
this section can only hint at, however, is the diversity – not to say, disorder – to
be found in this area. Therefore, a few words on standardization first.

10.7.1 Interfaces and Standardization

Many machine vision systems or software packages offer support for various
interfaces, including all those mentioned in the following: digital I/O, serial inter-
face, field bus, network, and files. This does not necessarily mean support for a
standardized protocol or format – or any protocol at all. Often it is reduced to
a system having some means of accessing corresponding hardware, like selected
digital I/O or field bus boards, or operating system functions for data transfer.

This leaves questions of protocol in the hands of the user. For example, the
communication partner – usually a PLC – can be programmed to understand a
proprietary protocol of the vision system manufacturer – causing expenses for
every type of system supported. On the other hand, having the manufacturer of
the system tailor its communication to the requirements of PLC and automation
environment may not be free of costs either.

The fact that every machine vision system is essentially a piece of special
machinery in itself, producing specific results and requiring specific parameters,
will make it difficult to eliminate custom programming completely from com-
munication with vision systems. However, recent developments, especially in
connection with Industry 4.0 or the Industrial Internet of Things (to name the
German and the American term), are driving emerging standards. We will see
more about that in Section 10.7.10.2.

10.7.2 Traceability

Many machine vision systems exist solely because of the traceability require-
ments of certain products; the rise in DataMatrix code usage – and correspond-
ingly DataMatrix code readers – is partly due to the need or desire to be able
to trace back every single part to its origins, to the place, time, shift, even the
individual worker, who produced it.

Traceability may be a safety requirement on the product, or it may be useful
for reasons of production organization. For example, subsequent manufacturing
steps may need data from previous steps, which, of course, have to be assignable
to the individual workpiece.

If the machine vision system itself stores data that needs to be connected to the
individual workpiece – for example, images that are subject to mandatory archiv-
ing – then it needs to do so in a traceability-aware manner. A typical method
would be to use the serial number of the workpiece as the (base) name for the
image(s). The serial number itself is very often nowadays marked on the part
in the form of a DataMatrix code. This code can be read by the machine vision
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system itself, or it can be provided by a DataMatrix code reader. In the latter case,
either the vision system needs a communication connection to the scanner, or
the information is handled through the control system which keeps this essential
information central to the workstation.

If the vision system itself is not capable of working in such a traceability-aware
manner, then outside means have to be designed, like removing and renaming
the data created by the vision system for the individual workpiece – which may
be inelegant and possibly expensive.

10.7.3 Types of Data and Data Transport

On one side, we can distinguish different types of data to be exchanged:

• Control signals
• Result/parameter data
• Mass data (typically images).

On the other side, there are different ways of transporting data and signals:

• Digital I/O
• Field bus (e.g., PROFIBUS, CAN-Bus, Interbus-S, etc.)
• Serial interfaces
• Network (e.g., Ethernet, and real-time variations like EtherCAT, Ethernet/IP,

Profinet)8, which is an extremely wide field because of the various protocols
and services that can be built on top of the network transport layer

• Files (images, statistical data files, etc.).

Note that all of these interfaces with the exception of digital I/O are actually
message-based, that is, distinct data packages are serialized into bit sequences,
transmitted over the signal line, and deserialized again (that also holds for files
that are essentially a sequence of bytes that has to be interpreted). Field buses
sometimes hide this fact from the user by presenting themselves as quasistatic
I/O connections, but it should be kept in mind that they actually function in
this way.

10.7.4 Control Signals

Here, control signals denote signals that remote-control the run-time behavior
of the vision system. Typical input and output signals (from the point of view of
the control system9) are as follows:

• Output signals: Start, ( for a normal inspection run) Changeover (to change
inspection programs), Adjust, Calibrate10, Reset, and so on.

• Input signals: Ready, Busy, Done, OK , Not OK , and so on.

8 As usual without claim to completeness nor any recommendation or endorsement.
9 Agreeing on a single way of looking at the data flow is very helpful when designing a
communication, and as the control system is typically the master in an automation system and has
to handle the data flow with a lot of peripheral systems, it is frequently easier to assume the point of
view of the control system programmer.
10 As defined in [12], calibration is a “set of operations that establish …the relationship between
the values of quantities indicated by a …measuring system …and the corresponding values realised
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These are only some possible examples, of course; additional signals can be
defined in a given system as circumstances require. A doubling of reciprocal
signals like OK and Not OK is typically required when using interfaces – such as
digital I/O – without data consistency. One, and only one, of the signals must be
TRUE, otherwise something is wrong, for example, a wire interruption.

On message-based interfaces, these control signals can be represented in dif-
ferent ways. Commands, from the PLC to the vision system, may be encoded as
numbers: “1,” for example, may indicate a start signal, “2” a changeover command,
and so on. This method automatically avoids sending more than one command
at a time.

The system status of the vision system, however, is frequently encoded in the
form of individual bits in a status byte or word, because the system may have
several statuses at once. For example, it can at the same time have the statuses
Done and OK, indicating that it has completed the most recent task and did so
with an OK result. For the purpose of a clean software representation, it may be
worthwhile to think about a representation in clearly distinct numerical states
with defined transitions.

10.7.5 Result and Parameter Data

Results transferred from the vision system to the environment and parameters
received by the vision system from the environment are typically alphanumeric
data of considerable, but not exactly overwhelming, size. Results may be, for
example, individual measurement values, or strings identified by optical charac-
ter recognition (OCR) or bar code/DataMatrix code functions. Parameters may
be nominal values for measurement evaluation, search area coordinates, part
identification numbers for storing traceability data, and so forth.

The size of this data, be it results or parameters, varies typically between a few
bytes and a few hundred bytes. In very simple cases – for example, a single small
integer number – digital I/O is suitable for transferring such data. It will be rather
more typical to use message-based interfaces.

It should not be overlooked that in many cases file transfer is a perfectly
suitable method to exchange such data. This is especially true for result data,
which are to be archived for long-term traceability or statistical analysis and for
type-dependent parameters.

Type-dependent parameters play an important role for efficiently adapting test
programs for different types of a product. Often, the structure of the tests is com-
pletely or mostly identical for different types of the same product, but certain
parameters differ; for example, nominal measurement values may vary, colors or
text markings may be different, and so forth. Having separate test programs for
each type, differing only in a few parameter values, would not be very efficient
and difficult for maintenance.

A possible solution is, of course, to have the PLC transmit the pertaining values
to the vision system in connection with a changeover to the type in question.

by Standards,” whereas adjustment is the “operation of bringing a measuring instrument into a state
of performance suitable for its use.” The term calibration is, however, frequently used to mean
adjustment.
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Or, the parameters may be embedded in the data describing the type, which is
often available in the form of a file anyway, and have the vision system read the
relevant parameters directly from the type data11 file. An example of such a setup
is presented in Section 10.11.6.

10.7.6 Mass Data

Mass data, in the case of a vision system, is typically images, be it raw camera
images or “decorated” images showing the results of processing steps, such as
segmented objects, measuring lines, values, and the like.

Some systems use serial interfaces for this kind of data; even field bus is pos-
sible theoretically, but the typical interface is the network. Especially, intelligent
camera systems often make their live images available only through an Ethernet
connection, thus saving the cost and size requirements for a monitor interface.

Note that Ethernet, even in connection with TCP/IP, can mean very different
things. See the following section on network connections for various methods to
access and transmit mass data over Ethernet.

10.7.7 Digital I/O

This type of interface provides a limited number of discrete signal lines; typical
numbers are 4 for small systems, like certain types of intelligent cameras, or 16
or 32 for PC interface cards. A high voltage level on a line is interpreted as 1 or
TRUE, a low level as 0 or FALSE, so every line can carry a single bit of infor-
mation. Digital I/O interfaces usually operate either in the 5 V TTL range or in
the 24 V range. In automation technology, the 24 V range is usually preferred, as
it offers much more robust signal transmission in the electromagnetically noisy
production environment.

It is in principle possible, but cumbersome and rarely done, to use digital I/O
for actual data transmission. The typical use of digital I/O is for control signals.
There, its strength lies in the speed of practically instantaneous transmission and
in the static availability of status signals. Expensive cabling – one line per bit – and
the risk of wire breaks are equally obvious weaknesses, making digital I/O less and
less desirable in modern production environments. Increasingly, the use of digital
I/O is being restricted to the direct switching of illumination setups by the vision
system, avoiding handshaking with the PLC during image acquisition, whereas
all other signals tend to be passed over field buses or network.

As for protocol, there is no standard assignment of signals to the digital I/O
channels; this is up to the system manufacturer and/or the user to define – and
to deal with, for example, with custom programming on the PLC side when using
a device with limited flexibility.

10.7.8 Field Bus

Field bus systems, like PROFIBUS, Interbus-S, CAN Bus, and others, have mostly
replaced digital I/O in the automation environment. They fill a middle ground

11 Another common term for this data in the PLC world is “recipes,” derived from its typical use in
the chemical industry.
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between digital I/O and networks: they are message-based bus systems, like net-
works; on the other hand, they have a deterministic time behavior and can often
be used like large digital I/Os.

For example, the DP12 communication profile of PROFIBUS represents the
contents of a PROFIBUS message as a process image, which is automatically
updated between the master (usually the PLC) and the slave (any other device)
within each bus cycle. The bus cycle time differs between installations, depending
on the data rate of the bus and the size of the process images to be exchanged,
but it is fixed and guaranteed for this system – at least, as long as the number of
devices using asynchronous messages does not get out of hand. The automatic
update lets the process image appear to applications much like the static signal
levels of digital I/O.

The possible size of the process images, (small devices may use just a few bytes,
but 200 bytes and more are possible), allows for the exchange of result and param-
eter data, while the quasistatic, deterministic behavior is well suited for control
signals.

Though differing considerable in detail, all the various field bus systems avail-
able combine real-time behavior with message sizes far exceeding the width of
digital I/O. Built-in data consistency and a much better ratio of bytes to wires are
further advantages.

As with digital I/O, the protocol, that is, the assignment of bits and bytes in the
process image to control signals and data, is up to the system supplier and/or the
user to define and handle.

We will deal with network-based field buses in Section 10.7.10.

10.7.9 Serial Interfaces

The classical RS232 serial interface as a means of run-time communication with
machine vision systems is more or less dying out. It is still used for the integration
of certain sensors, like DataMatrix or bar code scanners, and for the configura-
tion of cameras, but is being gradually replaced by either field bus or network
connections. Interestingly, USB – although well established in signal acquisition
and metrology, as well as for camera signals – has not made much of an impact
in this area.

10.7.10 Network

In this context, network practically always means Ethernet as the hardware basis
and TCP/IP as the protocol family.

10.7.10.1 Standard Ethernet–TCP/IP
Currently, the most prominent use of Ethernet-TCP/IP by machine vision sys-
tems is to transfer mass data, that is, images, although there are systems that
are completely controlled via Ethernet. This is often the case with smart sen-
sors, DataMatrix scanners, and the like, which are completely configured and
programmed over network connections.

12 Decentralized peripherals.
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Various methods are used to make (live) images available over the network.
Sometimes, especially with smart sensor systems, proprietary protocols are used
for which the manufacturer provides decoding software – for example, browser
applets or ActiveX controls. FTP download is used as well as built-in web servers,
providing the image via HTTP directly to a standard browser.

The web server paradigm has the advantage that it allows easy handling of
different kinds of data, not only images, without having to install proprietary
software and is prevalent in a lot of other devices; network printers, for example,
are capable of delivering status data via HTTP as web pages. This method thus
enables easy access to various systems using only a familiar web browser, includ-
ing configuration pages, and so on.

For data communication with a PLC, however, text-based HTTP is not
necessarily the best option, as handling text is not a particular strength of PLC
programming languages. So for TCP/IP communication with a PLC, a binary
protocol is probably better suited. These protocols used to be and still largely
are proprietary, but standardized alternatives are emerging. We will see more of
that a little later.

Even with an efficient binary protocol, handling image data through a PLC is
typically not very useful and could be severely detrimental to the performance of
the PLC (having a human–machine interface (HMI) common to a vision system
and PLC to display the images is quite a different matter; we will come to that in
Section 10.9).

10.7.10.2 OPC UA and Industry 4.0
Especially in connection with the developments in the area of Industry 4.0/
Industrial Internet of Things, network communication is taking on a dominant
role in automation systems.

To facilitate easy integration of diverse systems and the exchange of seman-
tically meaningful, rich data, OPC UA13 has been adopted as the standard for
communication in the Industry 4.0 reference architecture [13]. OPC UA offers
binary as well as textual protocols, and can transport a rich and extendable set of
data types together with meta-data so that the data can be made self-descriptive.

OPC UA has the notion of profiles whereby a vendor or an organization can use
the information modeling capabilities of OPC UA to define a set of data specifi-
cations for a particular use or a specific type of system. In 2015, talks started to
define such a profile for machine vision systems [14]. So we may yet end up with
a flexible, widely supported standard.

10.7.10.3 Ethernet-Based Field Bus/Real-Time Ethernet
Ethernet–TCP/IP has some distinct advantages over traditional field bus systems,
especially in that it handles large amounts of data very well and is comparatively
very fast. Speed alone, however, can be completely useless without a defined time
behavior. Therefore, many efforts have been underway for some time to establish
real-time behavior based on Ethernet.

13 OPC Unified Architecture; follow-up specification to OPC as the dominant way to communicate
between HMIs and supervisory control and data acquisition (SCADA) systems on the one side and
PLCs on the other side.
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Real-time Ethernet specifications occupy a middle ground between tradi-
tional field bus systems and networking. Systems like Profinet, Ethernet/IP, or
EtherCAT14 offer communication protocols equivalent to field bus systems, only
transported over standard Ethernet, as well as the capability to transport normal
network protocols with their mass data.

Compact systems, such as intelligent cameras (see Section 10.3.4) typically fea-
ture standard Ethernet interfaces, for example, for setting up through their con-
figuration programs. This makes it relatively easy to equip these systems with a
real-time Ethernet interface and thus integrate it directly as a fieldbus device.

In the frame of this chapter, we cannot go into the particulars and differences
of the various real-time Ethernet implementations. Here, we have to refer the
reader to the individual specifications. In any case, the decision for a particular
implementation will be only partly based on the comparison of technical specifi-
cations and performance, unless one is building a complete automation system.
A large and probably dominant part will be played by the availability of compo-
nents and by the preferences of the customer in whose automation system the
vision application has to be integrated.

10.7.11 Files

This section may at first not seem to fit here really well. Files are not what we
commonly understand by an interface. In fact, they are on a different hierarchi-
cal level, since they may, for example, be transported over an Ethernet–TCP/IP
connection in the case of a file on a network share. Nevertheless, files are an
important method of transferring data. We have already mentioned result and
type data files for storing statistical or traceability information as well as infor-
mation describing characteristics of product types.

Another very important use of files in machine vision system is of course to
store images. The capability of storing “error images,” that is, images of parts
inspected with a “not OK” result, is very helpful for the efficient optimization
of machine vision systems as well as for the documentation of production prob-
lems. Error images enable us to reconstruct the chain of processing steps that
led the vision system to the “not OK” decision, so that we can judge whether the
system was right or needs to be optimized.

Of course, there are also systems that store not only error images but also every
single image they capture. This is often done in a start-up phase where one wants
to collect as much data as possible to have a basis for setting up the system. But
it may also be necessary for safety-critical parts to store every single image and
to mark the image in such a way that it can later be associated with the specific
part being inspected, for example, by deriving the image file name from a part
identification number or by embedding binary tags with the part identification
in an image file with a suitable format to make manipulation more difficult.

10.7.12 Time and Integrity Considerations

Time and status integrity are important factors for the way data, especially control
signals, is exchanged.

14 As usual without claim to completeness or any intention of recommendation or endorsement.
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Figure 10.7 Handshaking scheme requiring reciprocal signal changes.

Take the handling of Start and Ready signals, for example. If the system is to
operate with maximum speed, a practical method is to have the system react to
the status of the Start signal and forego actual handshaking. That is, as long as
the Start signal is on a HIGH level, the system will immediately restart itself.
This method is often used in continuous motion production (see Section 10.8.2)
where the actual start is given by the camera trigger. On the other hand, this gives
the PLC very little control about the actual status of the vision system.

When more control over the temporal sequence is desired, for example, to be
able to determine whether the system actually did check every single part, then a
rigid handshaking is usually employed where the system reacts on signal edges or
state changes and all state transitions are signaled to and checked by the PLC. Of
course, this takes some time, as every handshake requires at least one PLC cycle
(Figure 10.7).15

As far as status data is concerned, there is an important difference between
(quasi)static (see Sections 10.7.7 and 10.7.8) interfaces on one hand, and
message-based (Ethernet, serial interface) communication on the other.

On a (quasi)static interface, the PLC can get the status data at any time. A digital
I/O line has its level, independent of what the vision system is currently executing;
on a field bus system, the bus logic itself takes care of the permanent exchange of
status data, so again the PLC has permanent access to the status.

On a (pure) message-based interface, this is not possible. There, the status has
to be explicitly sent by the vision system – either automatically (when the status
changes), cyclically, or explicitly upon request. This means that the vision system
has to be able to receive a request and to communicate its status at any given time.
This may seem a matter of course, but is not actually, as it requires multitasking
of some kind (Figure 10.8).

A program running under the Windows operating system, for example, has at
least one thread of execution, and, by default, exactly one. If this thread is busy, for
example, computing a filtering operation, it will not be able to react to communi-
cation requests. The typical solution is to open another thread in the program that
listens permanently for communication requests and answers them. This thread
will need access to status, or possibly result data computed by the main thread.
This data needs to be locked against simultaneous access by the two, lest one of
them changes the data while the other is trying to retrieve it.

Of course, these are standard tasks in multithreaded programming, but it is
surprising how difficult it can be in practice to ensure data integrity and correct

15 A PLC cycle, or more precisely “scan cycle”, denotes one run of the PLC through its program.
The length of the scan cycle is correctly called the scan time, but sometimes the term “cycle time” is
used, which usually denotes the time required to process a single workpiece. Scan times of modern
PLCs are in the range of a few milliseconds or even less than a millisecond, and cycle times typically
vary from 100 ms in packaging applications to several seconds.
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sequencing at all times. There are authorities in the field of programming who
take the view that today’s programming languages and methods are not capable
of producing multithreaded programs that are correct under all circumstances
[15], and it is definitely not a trivial task.

Other types of systems, such as intelligent cameras, must meet the same
requirements, of course, but these often have dedicated communication
processors that can simplify the handling of such issues.

The OPC UA specification with its subscription and subsampling mechanisms
may make this a lot easier for the implementers, as OPC UA servers can offer
such capabilities “out of the box” so that the application does not have to take
care of the handling of the data. It just has to provide the status for the OPC UA
server.

10.8 Temporal Interfaces

The term temporal interface is perhaps a little surprising at first. What does it
mean? In Section 10.2.2, production systems were distinguished by the way in
which the product moves through the production system as discrete or contin-
uous; these are essentially temporal categories. In both categories, speed can of
course vary considerably: 10 units per second is quite normal for bottling sys-
tems in the beverage or pharmaceutical industry, whereas in the production of
discrete, complex, products 3 s and more per unit is rather more typical. In con-
tinuous production, we have 20–30 m s−1 for paper production, 2–3 m s−1 for flat
steel mill entry speed, and more than 100 m s−1 for steel rod finishing. These dif-
ferences naturally result in different requirements on machine vision systems and
different technical solutions.

Much depends on the way production itself is carried out through time, and
therefore the following is organized by different types of production.

10.8.1 Discrete Motion Production

The term discrete motion production shall denote here types of production where
individual parts are produced and – most importantly – handled individually.
This can be either job-shop, batch, or mass production; the salient point is that the
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part handling and the time constraints are such that each part can be presented
separately to the camera system and, typically, at rest. This mode of production
is often found for complicated parts that need to be assembled from other parts
or subassemblies, for example, in the automotive supplier industry or in the pro-
duction of electrical devices. In contrast, simple parts, like screws or washers, are
usually produced as bulk goods, not handled individually.

Cycle times for these parts can be in the range of minutes for very large parts
down to seconds. Below a cycle time of somewhat less than 1 s, there is a practical
limit due to the time required for the separate handling of the parts. Below that
limit, we reach the area of continuous motion discussed in Section 10.8.2.

From a temporal point of view, this type of production sounds comparatively
simple in contrast to parts that are in continuous fast motion, or even endless
material. But it does have its own difficulties.

First of all, cycle time can be quite misleading. In a 3-s production – meaning
one part every 3 s – the time actually available for inspection can be much shorter.
For a workpiece carrier system in which the parts need to be lifted out of the
workpiece carrier for inspection and replaced afterward, the 3 s may shrink to
something between 0.7 and 1.5 s depending on how the part handling is designed.

Also, mechanical movements need damping periods. A part is not immedi-
ately at rest after the movement has been technically stopped. Capturing the part
during that time may introduce motion blur and other image artifacts due to
vibration of the part. Sometimes, this is difficult to calculate or even estimate
in advance, putting additional time pressure on the image processing once the
required lengths of the decay periods is clear.

A typical method to gain some time is to inform the environment – that is,
usually, the station control system in that case – that all required images have
been taken. The control system is then free to start moving the part while the
vision system is still working on calculating the result. So the vision system has
time to finish its task until the next part comes in, instead of just until the time
when the present part has to be moved out of the inspection position.

This results in a rather typical sequence of events, which, from the point of view
of the control system, include the following (Figure 10.9):

1) Carry out movement (e.g., move workpiece carrier in position, lift part from
carrier, etc.)

2) Wait for stable conditions (e.g., wait for vibrations to decay)
3) Start capturing
4) Wait for end of capturing
5) Carry out movement (e.g., move part out of the capturing position).

Obviously, this requires more communication between the vision system and the
control system than just setting a start signal and retrieving a final result. At the
very least, some handshaking is required to ensure that the image capturing is
complete before the part is moved.

And it is not always as simple as that. For example, a vision system in a station
with an indexing table hosting several production processes suddenly exhibited
a marked increase in false alarms. Investigation of error images showed apparent
unfocusing, but with a preferred direction. It turned out that this was motion
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Figure 10.9 Discrete motion production phases for image capturing.

blur, caused by a recent cycle-time optimization of the entire station, which had
placed a powerful press-in process so close in time to the image capturing that
sometimes the vibration created by that process had not yet decayed when the
image was captured.

This example serves to illustrate that the concentration of many, often Com-
plicated, processes in the deceptively slow unit production stations can result
in complicated temporal relationships; the individual stations of fast continuous
motion systems typically contain less and also less complicated individual pro-
cesses. It is also a good example for the importance of being able to reconstruct
inspection errors using error images. Without these, it would have been a lot
more difficult to identify that particular problem.

10.8.2 ContinuousMotion Production

In this type of production, discrete parts are produced – in contrast to continuous
flow production of “endless” materials – but the production is too fast to stop
individual parts for capturing their images(or it is simply not desired to do so).
This means, parts have to be captured in motion. A typical example is systems in
the beverage industry where we have a constant, never-stopping stream of bottles
passing the camera.

Timing conditions are completely different from those of discrete motion pro-
duction. On one hand, no part will be at rest in front of the camera. On the other
hand, the time-consuming cycle illustrated above of starting and stopping move-
ments is eliminated. Nevertheless, continuous motion systems will usually be a
lot faster than discrete motion systems.

First of all, though, there is the issue of capturing a sharp image of a single part
in the first place. And there we already have the two aspects of this task: single
part and sharp image.

To capture a single part, or more accurately a particular part (i.e., the next to
be inspected), image capturing must take place in a very narrow time window.
Suppose we have a system for checking the fill level and the presence of caps
in bottle necks. The bottles may have a diameter of 80 mm with bottle necks of
20 mm diameter. The system processes five bottles per second, which means that
the bottles are moving at a speed of 400 mm s−1.

As Figure 10.10 shows, a camera field of view of 60 mm and a required distance
between bottle neck and image border of at least 10 mm leave a range of 20 mm
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Figure 10.10 Capturing window
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for the position of the bottle at the moment of image capturing. This corresponds
to a time window of 0.05 s.

A typical solution is to use some kind of simple sensor, for example, a light
barrier, to detect the part, for example, when it enters the field of view, and use this
sensor signal to trigger the image capturing – directly on the camera or through a
frame grabber. The camera should be triggered when the bottle is in the center of
the image. If the sensor detects the bottle neck when it enters the camera’s field of
view, the bottle has to travel 40 mm to the ideal capturing position – or 0.1 s. It will
be in the prescribed capturing area of the 0.05 s time window already mentioned,
so there has to be a circuitry that delays the trigger by 0.1 ± 0.025 s – or somewhat
less depending on the speed with which the camera reacts to the trigger.

So triggering solves the first task, namely acquiring an image of a particular,
single part. However, of course, the movement has an additional effect: it blurs
the image. Using Equation 10.1 , we can compute motion blur in millimeters, or
using Equations 10.2 or 10.3 in fractions of image pixels.

bmm = 𝑣Δt (10.1)

bpix =
𝑣

res
Δt (10.2)

=
𝑣 ∗ pix

fov
Δt (10.3)

where

bmm is the motion blur in millimeters
bpix is the motion blur in fractions of an image pixel
𝑣 is the velocity of the part moving past the camera in millimeters per second
res is the geometrical resolution of the image, in other words, the size of a pixel in

real-world coordinates in millimeters per pixel, in the direction of movement
pix is the number of pixels along a given coordinate direction
fov is the size of the field of view along the same coordinate direction in millime-

ters
Δt is the exposure time in seconds.

Note that the last relation holds only if the part moves along the coordinate direc-
tion in which the number of pixels and the size of the field of view were taken.

For a standard video camera with normal exposure time (40 ms), an image size
of 768 pixels (horizontal), and a horizontal field of view of 60 mm, we have a
motion blur of 16 mm or 204.8 pixels; this is clearly out of the question.
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It is debatable how small the motion blur should be to have no impact on the
image processing and is, in fact, dependent on the application, as different algo-
rithms will react differently to motion blur. As a first orientation, Equations 10.4
and 10.5 give the exposure time that will create a motion blur exactly the size of
an image pixel. They are derived from Equations 10.2 and 10.3 , respectively:

exppix =
res
𝑣

(10.4)

= fov
𝑣 ∗ pix

(10.5)

With the values above, we find that an exposure time of 0.195 ms gives a motion
blur of one pixel. With a shutter speed of 1/10 000, that is, an exposure time of
0.1 ms, we should be fairly on the safe side for checking the fill level and the pres-
ence of the cap.

Of course, at such exposure times, very little light reaches the sensor, resulting
in poor contrast, poor depth of focus, and all the other disadvantages of low light
conditions. To get a sufficient amount of light into the image during this short
time span, strobe lights are typically used. The trigger signal can be used for both
the camera and the strobe, possibly with different delays.

By the way, the quick light pulses that can be achieved with strobe lights make
the shuttering actually unnecessary as far as the reduction of motion blur is con-
cerned. This is the strobe effect well known from either physical experiments
or visiting discotheques: the motion appears frozen. Shutters are nevertheless
frequently used to reduce the influence ambient light might have if the sensor
were exposed for longer periods. Of course, using the shutter and strobe together
requires increased precision of the triggering delays, as the strobe must fall pre-
cisely into the shutter interval.

We see that there is considerable additional logic, circuitry, and wiring expenses
connected with a continuous motion system. Therefore, some companies offer
readymade “trigger boxes” where you can connect cameras, strobe lights, and
also adjust delay times.

Finally, there is the question of processing speed. In our example, we have five
bottles per second. The system thus has at most 200 ms for delivering the result
after the bottle has entered its field of view. Actually, it will be somewhat less since
the peripheral systems may require some time to react. The available processing
time is further reduced by the time required for image transmission (capturing is
almost negligible when shuttered).

Figure 10.11 shows that less than 160 ms – since supervisory systems will need
some reaction time and the vision system needs to prepare itself for the next
trigger in time – are available for processing the image and computing the results.
Depending on what has to be checked, this can be ample time, barely sufficient,
or simply too short.

There is one frequently used device to win some time back from the process,
namely performing image capturing in parallel with running the computation.
Figure 10.12 shows that now there is 200 ms for processing one image (again, a
little less for overhead). In effect, the time for the image transmission has been
recovered from the process since, during the transmission process, the system
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Figure 10.11 Processing time with computation and capturing in sequence.
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Figure 10.12 Processing time with computation in parallel with capturing.

can continue to process the previous image. And that is important when using this
method: it always processes the image of the previous part, so there is a one-part
offset of the result to the image trigger. This is not particularly difficult to handle,
but will have to be kept in mind.

10.8.3 Line-Scan Processing

Line-scan camera systems require a relative motion between the object and the
camera since the camera captures only a single line. This entails particular charac-
teristics of the time behavior. We can distinguish three different types of line-scan
processing [16]:

Line-wise processing immediately evaluates the current line and makes a state-
ment on that line; this can be seen as a kind of sophisticated light barrier, for
example, to monitor the width of elongated parts or continuous materials.

Piece-wise processing scans the surface of a single workpiece (or a surface section
of a material) into a rectangular image, which is then processed as usual (apart
from the fact that it is typically a lot larger than matrix camera images).

Continuous processing looks at the material surface as through a sliding window:
a portion of the surface is present in the image and, by continuously adding new
lines as they come in from the camera and throwing out old lines, the image
size stays the same and the image practically moves along the surface. This is
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the typical processing method for endless materials where it is important not
to cut a possible defect (e.g., a knothole in the wood industry) accidentally in
half as could happen with piece-wise processing.
A similar effect could be achieved by acquiring discrete rectangular images
with sufficient overlap to avoid cutting the objects of interest. This would allow
the use of standard algorithms made for rectangular images, but it is not appli-
cable in all situations and also requires continuous capturing and buffering
capabilities.

Line-wise processing is of relatively little interest as far as time behavior goes. The
system simply has to be fast enough to make the required statement before the
next line is acquired and waiting to be processed. Since the evaluations – possible
on a single line of pixels – are fairly limited anyway, this is typically not a prob-
lem. In fact, there are vision sensors working exactly in this way as intelligent,
cost-effective light barriers.

More interesting is the relationship between camera speed, speed of the
required relative motion, and image characteristics for the other types of
processing.

Along the sensor line, the resolution can be calculated from the characteristics
of the optics and the sensor in the same way as for a rectangular sensor.

Now we will assume that the direction of the relative motion is perpendicular
to the sensor line, which is the typical case and avoids some additional complica-
tions. What geometrical resolution do we have in the direction of motion then?

For simplicity’s sake, we assume that the part in Figure 10.13 has a circumfer-
ence of 10 mm and completes a full rotation in 1 s. When the camera uses a line
frequency of 1 kHz, the result is an image of 1000 lines acquired in that one sec-
ond, covering a length of 10 mm, so every pixel corresponds to 10 μm (note that
this does not say anything about the pixel resolution given by the optical setup,
pixel size, field of view, etc.). This may or may not be equal to the resolution in
the direction of the sensor line, so pixels could be square or rectangular. And that
relation can easily be changed: for example, doubling the line frequency results
in 2000 lines, each corresponding to 5 μm of the surface in that direction. This is
a marked difference to a rectangular sensor where the aspect ratio of the pixels is
fixed by the geometrical characteristics of the sensor elements.

Sensor line

1 kHz
1000 Lines 

2000 Lines

2 kHz

1 s rotation
Perimeter speed
10 mm s–1

 

Field of view

Figure 10.13 Line scan of a rotating part.
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There is more to it, however. Camera clocks are typically more stable than the
rotation of an electrical motor. The motor will have an acceleration ramp at the
beginning of the movement, and a deceleration ramp at its end. These we can
get rid of by starting image capturing some time after starting the motor, and
stopping the motor only after capturing has ended. Still, variations in the motor
speed during rotation will change the geometrical resolution in the direction of
motion. The typical solution to this problem is using a shaft encoder measuring
the actual speed of the axis and deriving from the encoder signal a line-trigger
signal for the camera. Then, the camera acquisition speed will always match the
speed of the motor.

Note that tying the exposure time to the line frequency will result in varying
exposure – and hence brightness – when the line frequency changes because of
variations in the motor speed. Exposure time will therefore have to be shorter
than the typical line frequency.

Incidentally, the acceleration/deceleration ramp example again shows the
importance of synchronizing various processes in the inspection station with
the image capturing. The sequence here is a variation of the typical pattern for
discrete motion production (cf. Section 10.8.1):
1) Start movement (here: accelerate motor);
2) Wait for stable conditions (here: stable rotation speed);
3) Start capturing;
4) Wait for end of capturing;
5) Start movement (here: decelerate motor).
Exploring all possible interactions of sensor, optics, speed, line frequency, and
exposure time affecting actual image resolution is beyond the scope of this
chapter. One effect is clear, however: If the optical resolution is smaller than
the geometrical resolution resulting from the relation between speed and line
frequency, then the camera will not see the entire surface of the part. For
example, an optical resolution of 5 μm and a geometrical increment of 10 μm
will result in an undersampling effect, where the camera will see a field of 5 μm
every 10 μm, that is, only half the surface.

10.9 Human–Machine Interfaces

Machine vision systems are made by humans, and they are also operated by
humans. Therefore, they must interface with humans in different situations and
at different times.

There are many differences between working with vision systems during engi-
neering and at runtime. Environments differ, tasks differ, and typically persons
differ, in their goals as well as in their qualifications. Requirements on the HMI
differ correspondingly.

What the actual requirements are on a particular system depends very much
on what the system has to do, how complicated the task is, how wide the varia-
tions expected at runtime are, and so on. It does also depend on the production
organization, availability of skilled staff, and many other factors, some of which
will be discussed in this section.
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10.9.1 Interfaces for Engineering Vision Systems

There are some typical common activities in creating a vision system, such as

• taking samples for setting up lighting and optics;
• arranging and configuring machine vision functionality to solve the inspection

task (be they built into a vision sensor, part of an application package, or a
machine vision library);

• programming of required (algorithmic) extensions (provided the system can
be extended);

• interfacing with the environment;
• creating a runtime HMI.

Although these are typical use cases, there are many different concepts or inter-
face designs for carrying out these activities. For instance, how many HMIs are
we talking about here? That of a single tool, which is the working environment
of the machine vision engineer from taking the first images up to putting the
system into operation? Or those of five specialized tools? It is not even neces-
sarily clear which approach is superior, the all-encompassing general tool or the
specialized ones.

What constitutes a “good” HMI anyway? Is that the same HMI for every user
and for every task?

An integrated working environment is very convenient, as it eliminates the
need to switch between programs and presents a single unified user interface to
be learned. For a company, for example, whose product spectrum varies consider-
ably – and can undergo extensions at any moment due to customer demands – the
rapid deployment and reconfiguration possible with integrated packages can be
a decisive factor. If such a company employs a vision specialist at each location to
create vision systems for their own production, this person will usually be avail-
able for fine-tuning the system, working directly with the development interface.
There will be no great need for a sophisticated runtime interface.

However, for a manufacturer of standard machines, built in series, all equipped
with the same machine vision system for the same purpose, the investment in
a specially programmed single-purpose solution that is then duplicated again
and again may well be worthwhile. There will probably not be any specialists
for the vision system at the customers’ sites, so a well-designed runtime HMI
can be a major success factor. A custom-programmed system gives the manufac-
turer the freedom to create exactly the solution his customers need. In that case,
the HMI for the engineering phase is actually a standard program development
environment.

Too different are the needs and circumstances of various users for a single right
answer as to how a user interface, or the overall package, for the development of
machine vision systems should be designed. And since this chapter is supposed
to be about machine vision in manufacturing not in the vision laboratory, we will
turn to runtime HMIs in a moment.

There is one thing, however, which can be said with a high degree of certainty:
just as installed machine vision systems will be integrated more and more with
their automation environment, so will the engineering work on machine vision
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systems be integrated more and more with other engineering processes in
automation technology. Many automation technology suppliers provide engi-
neering frameworks, building upon progress in software interoperability and
interprocess communication. Sooner or later, machine vision will be expected to
become part of the engineering processes carried out within such frameworks.
Activities occurring at the interfaces between vision system and the automation
world will be affected first by this development, but there is no saying where it
may end.

As a simple example, instead of the tedious and error-prone procedure of defin-
ing type data (see Sections 10.7.5 and 10.11.6) structures on each system individu-
ally and tracking changes on each system individually, type data structures would
be defined in the framework and used alike by all systems involved, machine
vision, PLC, and SCADA. The framework becomes the central authority for this
information, avoiding redundancy and thus reducing the required work and the
possibilities for errors.

10.9.2 Runtime Interface

This section is concerned with the HMI of a vision system that has successfully
undergone its engineering phase and its deployment and is now running in pro-
duction. We will call this an installed vision system.

For the installed system, the degree of variation of how to perform the required
activities through the HMI is usually smaller than for the engineering environ-
ment; on the other hand, the variation of what to do may actually be quite large, at
least when comparing different companies. The fundamental question remains:
what tasks have to be performed using the (runtime) HMI, and where is the line
to be drawn between tasks to be done through the runtime HMI and tasks that
require a specialist to delve into the depths of the system and deal with the full
complexity of the test program.

The answer to that question may differ considerably between production
organizations. Every organization has its particular ideas about the tasks to be
performed by production personnel and about the borders between production,
maintenance, technical assistance, and specialist staff. So activities that are
in one company performed by maintenance may in others be the duty of the
production personnel directly – or, the other way round, of a specialist.

Therefore, the requirements of what the HMI should allow the user to do, down
to what level of the system it lets him reach, and what level of assistance it gives,
vary greatly. Nevertheless, we can list some typical activities that may have to be
performed on or with an installed vision system. They are roughly sorted accord-
ing to increasing involvement and interaction with the system.

Monitoring, that is, watching the vision system do its work; typically this is not
an activity pursued for lengthy periods. But watching the screen display of a
vision system may lead to discovering trends in the production and emerging
anomalies. For this to be effective, the system display has to convey a clear idea
of what is going on in the system, where it stopped in case of an error and also,
if possible, why – especially when the system can be used to analyze stored
error images.



748 10 Machine Vision in Manufacturing

Changing over, that is, changing the system setup for inspecting different types of
products. It is usually an automatic process, initiated by a command from the
PLC and carried out by loading a different test program or a different param-
eter set; nevertheless, confirmation of certain steps by the operator may be
required, for example, when the changeover involves mechanical changes, and
this may be done either on the PLC or on the vision system, whichever seems
more appropriate.

Adjustment and calibration are essential tasks, at least for gauging systems, which
may have to be performed periodically using specially manufactured calibra-
tion pieces under a “testing device administration regime,” and of course every
time a change occurs on the system that may affect the relationship between
camera and world coordinates, for example, a mechanical changeover. Often,
calibration is a special mode of operation on the PLC, which automatically ini-
tiates calibration on the vision system. As with changeover, operator input may
nevertheless be required, either on the PLC or the vision system. And, obvi-
ously, in PLC-less systems, the operator will have to initiate the calibration
him/herself.

Troubleshooting refers to the task of finding out why the vision system is not
functioning as expected and removing the cause of the problem. For this
task, meaningful messages are essential, in particular, messages that people
can relate to observable circumstances. For example, a message like “Image
of top-view camera is too dark” is probably more helpful than “No object in
image 2,” as it will induce the operator to check a particular camera and the
corresponding illumination. Admittedly, thinking up and managing messages
for all possible combinations of errors is a tall order, especially for low-cost
systems. But the fundamental idea holds that the system should give a clear
indication of what went wrong and possibly why.
Also useful are easy-to-use test functions, starting with a live image function to
check the operation of the cameras, and not ending with functions to execute
communication processes for testing interfaces.

Tweaking, that is, making small changes to parameters during production
in order to compensate for batch variations in the appearance of parts,
for example. It is essential that there are sanity checks for the parameter
changes – that is, the operator is limited in what he can change – and that
there is some method to check that parameter changes do not break existing
inspections, that is, regression testing.

Re-teaching, like optimizing, is a borderline case. Re-teaching means adapting
the test program to a new type of product, usually involving more than just
changes to numerical parameters. The typical example is that of recognizing a
new type in a RobotVision application, which is a position recognition type of
application often based on contour/edge features; the distinctive feature here
is the shape of the part, which has to be made known to the system.
Re-teaching may necessitate changes to a test program that go deep into the
engineering area; ideally, however, the system should be designed in such a way
that plant personnel can initiate a process by which the system “learns” the
characteristic features of the new part and stores them as a new type. This pro-
cess should not require plant personnel to deal with the full internal complexity
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of the machine vision program, be it source code or the configuration mode of
an application package.

Optimizing as opposed to tweaking is typically an offline activity, where stacks
of images – for example, error images, of parts considered faulty by the sys-
tem – are re-evaluated to find out why the system evaluated the part the way
it did and if it was correct in doing so. Here, it is important that the system is
capable of storing and loading data in such a way that an inspection cycle for
a part can be completely reconstructed. This, though, is less a requirement on
the HMI than on the overall system architecture. The changes needed to opti-
mize the system may require reverting to the engineering environment, but the
runtime HMI can offer means of analyzing and changing the system behavior
using stored images. So this is clearly an activity on the borderline between
runtime and engineering.

So what general requirements can we distill from these typical activities?
Obviously, an HMI must be capable of conveying an idea of the current sys-

tem state and how that state was reached, using display of images as well as
results and protocols. Images can either be “naked,” that is pure camera images,
or “decorated,” that is, containing visible results of the image processing, like
detected objects, measuring lines, and so on. This decoration should enable the
user, together with results and protocols, to understand why a particular situation
occurred.

Meaningful messages are an important requirement. It is increasingly required
and becoming state of the art in the PLC world to have these messages in local
language. In fact, the European Union’s Machine Directive requires that for all
essential runtime messages and interactions.

The ability to get and set parameters of the test program and/or the vision sys-
tem itself is required for tweaking and optimizing. Ideally, visual feedback should
be given on the effects of parameter changes, but this can be quite difficult. More
important is that it is not foreseeable which parameter may be useful to change in
a given system and situation. Therefore, the underlying system itself should not
impose restrictions on the parameters that can be set at runtime. This restriction
should be the responsibility of the application engineer, production lead techni-
cian, plant vision specialist, or whoever is responsible for maintaining the system.

Incidentally, these requirements are often easier met with library-based
approaches than with application packages, since there you can program every-
thing just the way you need it. Note, however, that easier does not necessarily
mean simpler or cheaper.

10.9.2.1 Using the PLC HMI for Machine Vision
Today’s production stations are highly complicated setups. Sometimes they are
so densely packed with technology that a screw falling into the station from
top would never reach the ground. Many different systems, manufacturing
processes, as well as measuring and inspection devices are built into the stations,
each with its own user interface, its own operating philosophy, data formats,
displays, and so on. This diversity is hard to handle for the production personnel.
They cannot possibly be intimately familiar with all these devices, and therefore
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measures must be taken to make the operation of the station as easy and
streamlined as possible.

One way of doing this is to enrich the data flow between the station’s subsys-
tems and the PLC of the station such that normal production operation can be
carried out completely from the PLC. Automating changeover and calibration
are steps in that direction. Remote setting of parameters for tweaking the vision
system could be another. Troubleshooting is a very important point. Production
staff is typically used to error messages on the PLC clearly indicating what device
is malfunctioning in what way, like jammed stop gates, failed end switches, and
so on. This can also be approximated only by a rich information flow between the
vision system and the PLC.

Somewhere in the area of optimizing and re-teaching is probably where the line
for further integration is currently to be drawn. We forgot, however, the moni-
toring aspect.

In many setups, HMI and PLC are actually separate systems, though in the case
of PC-based PLCs they may run on the same hardware. If sufficiently powerful
information channels are provided (that means hardware, i.e., bandwidth, as well
as software, i.e., protocol), there is no fundamental obstacle to using the same
HMI for PLC and machine vision. The HMI could then display not only numerical
but also iconic results of the image processing system – perhaps not permanently
since screen real estate is always at a premium – but switchable, whenever the
user feels the need to see the output of the vision system.

Using the same display for PLC and vision system has a number of advantages;
it saves a monitor, it saves the space and construction effort of stowing the addi-
tional monitor; and it saves the user the trouble to watch two systems.

Naturally, there is a strong case for a separate display for the vision system.
Performance, especially for large images, and the possibility to watch the system
permanently at work are definitive advantages. Even then, however, the ability to
display iconic results on the PLC makes sense.

Moving many operating steps, like setting parameters for tweaking the vision
system, to the PLC is useful because the user interface of the PLC is familiar to
the production personnel, and integrating devices in this way gives some degree
of uniformity to the handling of various systems. Also, these activities can then be
integrated into a user authorization management on the station and an activity
logging that will not have to be duplicated on the vision system side. But many
parameters of a vision system require a visual feedback to check their correct
setting. Displaying iconic results on the PLC would allow that and thus further the
transfer of operating activities and responsibility to the PLC as the central system.

Integrating the vision system runtime more and more with the PLC in this way
is a trend visible in the offerings of large automation system and component sup-
pliers, and it resonates well with today’s drive toward an increasingly digitized
and connected production environment.

10.9.3 RemoteMaintenance

Modern production is a global undertaking. All around the world, we expect to
be able to manufacture the same products, meeting the same quality standards
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everywhere. Inevitably, machine vision systems of all kinds and degrees of com-
plexity are also proliferating throughout the world – including locations where
no vision specialist may be available or affordable. The tasks that production or
maintenance personnel can carry out are always limited by their skills in such a
specialized area as well as by the interface a particular system provides for them
in the production environment.

Transporting vision specialists around the globe to set up systems or solve
problems is sometimes necessary, but not always desired. Ideally, any work on a
vision system that can be done without actually having to touch the system hard-
ware should be possible from everywhere in the world – and sometimes even
more if you have someone on site who can do the touching for you.

This requirement is easily fulfilled with smart sensors that are configured over
the network anyway. There is no essential difference as to the location of the
system, apart from a possibly inconvenient lack of speed when working on loca-
tions with less highly developed infrastructure. Clearly, any system that requires
other means than an Ethernet–TCP/IP connection to be configured – such as, for
example, a serial connection or a memory card – is at a clear disadvantage here.

Also at a disadvantage, perhaps surprisingly, are PC-based systems (or other
systems on general-purpose computers). The machine vision software on these
systems is rarely designed in such a way as to allow every operation over a remote
connection also – and even then, there may be limits due to necessary inter-
actions with the operating system. The only way to work remotely with such a
system, then, is to remote-control the entire operating system using appropriate
software. Since this software must at least transmit changes to the system display,
it requires considerable network bandwidth and may be unwieldy over slow con-
nections. Also it may be considered a security risk by network administrators,
blocked by firewalls, or downright forbidden.

The very power and versatility of general-purpose computers running a
modern operating system is actually the problem here; single-purpose systems
designed for a particular task are much easier to handle remotely. They have a
limited set of possible actions, and hence they can be controlled by a limited set
of commands.

10.9.3.1 Safety Precaution: NoMovements
A word of caution with regard to remote maintenance: Machine vision systems
seldom do cause movements in a machine, but there are cases where a vision sys-
tem does initiate axis or cylinder movements, for example, by digital I/O signals.
It is a matter of course in control system programming but may not be so well
known or deeply ingrained in a machine vision programmer: Never ever initi-
ate a movement on a machine that you do not have directly in your sight. You,
yourself, personally, may be responsible for severe injuries.

10.9.4 Offline Setup

The ability to set up a vision system (software) offline, that is, without actually
using the target system, is particularly useful in connection with remote main-
tenance; consider a lengthy optimization job, looking at loads of error images,
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fine-tuning parameters, and so on. Doing that online, on the production system,
is most likely an unpopular method, as it would cause a lengthy production stop
and possibly further disturbances.

Therefore, it is highly desirable to be able to carry out any configuration of a
system also offline, without direct access to the target system. In a maintenance
or optimization situation, this means configuring – or even creating – a complete
test routine which can then be downloaded to the target system and without fur-
ther changes executed there in automatic operation mode.

Obviously, this requires that the system software can work from stored images
as well as from camera images, since the required production parts will not be
available at the maintenance location nor are the necessary lighting and imag-
ing setup, and optimization is typically done on error images anyway. PC-based
application packages or libraries are usually capable of this (specific library-based
programs only if it was considered during their development, however); with
vision sensor setup programs, it depends on the overall architecture of the pro-
gram: whether it is capable of working without the sensor hardware or, otherwise,
whether the sensor hardware is capable of storing images or receiving stored
images for processing. This is an area where PC-based systems are usually supe-
rior, though not necessarily so, because the clearly defined hardware of the smart
sensors makes it in principle easier to simulate them than the endless variations
possible in PC systems.

This relates to another not-so-obvious requirement: the problem of
hardware-related parameters. Some settings cannot really be made with-
out at least knowing what hardware there is in the system. For example, how do
you select the correct camera for image capturing in a particular test subroutine
if you have no idea how many cameras there are in the system? How do you
set up image section sizes if the size of the camera image is not available? How
do you configure digital I/O handshakes without the information how many
input/output lines are available?

Now it is obviously economically – and also often technically – infeasible to
have duplicates of all target systems likely to be in need of remote configuration;
even having a complete selection of all possible hardware would not help much,
as configurations would have to be changed back and forth permanently, which
is clearly impractical if not actually impossible.

To solve this problem, a system would have to be able to completely simulate all
machine-vision-related hardware possibly available in the target system. Here we
can see the advantage of smart sensors. They are specialized, stand-alone hard-
ware, and the setup program is typically dedicated to that hardware. Therefore,
the manufacturer has complete control over the entire system and can provide
his configuration program with the ability to simulate the image capturing, pro-
cessing, and communication abilities of his hardware. Such systems actually do
exist and are very convenient to use especially in distributed environments.

Hardware simulation is much more difficult for a PC-based system because
of the variety of possible hardware setups. There are helpful approaches in
some software packages, but a system capable of overall hardware simulation is
currently unknown (which does not necessarily mean that it does not exist, of
course).
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10.10 3D Systems

This section is somewhat outside the overall line of this discussion, as it singles
out systems on the basis of the structure of the sensor data. Although there are
quite a few remarks on 3D systems elsewhere in this chapter, it seems appropriate
to sum up a few points on this class of systems in one place.

The majority of applications in industrial image processing still relies on just
that: images, that is, 2D renderings of a single view of the test piece. When several
images are used, then in most cases it is to analyze different aspects of the test
piece without actually exploiting relationships between the images.

This situation is changing, however. The increase in computational power in
recent years has made it possible to use 3D data acquisition and evaluation meth-
ods in industrial applications and makes 3D image processing the prospective
next strong driver for the growth of the machine vision market [17].

Obviously, we are just beginning to explore the possibilities, but it is already
clear that there is immense potential for robust and highly significant inspec-
tion applications in these methods. There is still a lot of research going on, and
new data acquisition and evaluation methods are invented constantly, making it
difficult to get an overview of the methods and their best use.

Before discussing a few points of interest with regard to 3D systems in
this section, we would like to stress first that everything said elsewhere in
this chapter – about the importance of mechanical interfacing, calibration,
characteristics of data interfaces, integration, and so on – equally holds for 3D
systems, and sometimes more so. For example, 3D systems often have more
sensory elements than 2D systems. Instead of a single camera and illumination,
we may have two cameras for a stereo setup, which need to be carefully aligned
and calibrated, or one camera and three to four light sources at precise angles,
switched in sequence for photometric stereo. Space has to be found for all
these components, they need to be exactly placed, connected, interfaced,
and so on.

10.10.1 Dimensionality and Representation

Generating and processing a full 3D model of a test piece requires some work, but
many applications do not actually need the full model. This leads to a distinction
that is quite useful in practice.

10.10.1.1 Dimensionality
We already mentioned briefly in Section 10.3 that dimensionality can be viewed
in different ways.

We typically use the term “2D systems” for vision systems working with tradi-
tional images, that is, 2D grids of brightness or color values. This corresponds to
the mathematical concept of 2D functions, that is, functions of two independent
variables. In that sense, the graylevels of an image are a function of two variables
g = f (x, y). In the case of a color image, we then have three 2D functions, one
for each of the basic colors red, green, blue (or for variables in a different color
system, like hue, saturation, and intensity).
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From a physical point of view, these systems are actually three or five dimen-
sional, as each point is described by two geometrical and one or three intensity
coordinates.

Accordingly, we speak of 3D systems when the data points represent a function
of three variables x, y, z. Most systems that actually process data based on three
geometrical coordinates take into account only the simple presence or absence
of a point. For example, a cube may be represented by a more or less dense set
of points on its six surfaces, as they would result from scanning the cube with a
3D data acquisition system. In that case, we are only interested in the fact that at
certain coordinates a point has been registered.

A traditional 2D image assigns a value to the coordinates, representing a
physical quality, namely the brightness of the scene at that coordinate. The 3D
analogy to these pixels would be voxels representing a physical characteristic of
a – typically cube-shaped – area of 3D space. Such an “image” would result, for
example, from a computer-aided tomography (CAT) scan where the physical
quality is the density of the tissue.

And there is an interesting special case, which we deal with in the next section.

10.10.1.2 2.5D and 3D
The term 2.5D or 2 1/2D is probably not all too scientific but nevertheless in
widespread use. It has several different meanings, depending on the field of use.
In machine vision, it denotes data models that do not contain full 3D positional
information but instead treat the third dimension only as a function or mapping
of the 2D position.

This is basically identical to a traditional 2D image, except that the gray val-
ues do not represent brightness or reflectance but height – or more precisely
the distance, from the sensor. So at every x, y coordinate of a 2.5D image, a sin-
gle numerical height information is encoded as a gray value. Such images are
often generated by methods based on gradient data, that is, the slope of the sur-
face. One such example is photometric stereo, which is shown in more detail in
Figure 10.20.

This approach has several advantages. Compared to “true” 3D data (i.e., point
clouds which we will encounter in Section 10.10.1.3), height maps have clear
neighborhood relationships and allow the use of traditional image processing
algorithms which are well understood and typically show very good performance.

Compared to 2D images of surfaces captured in incident light (images in
backlight do not show surface information anyway), the big advantage is that
the surface features are depicted on the basis of their topology instead of their
reflectance. Many disturbances impeding feature recognition and segmentation
under incident lighting, like pollution, discoloration, reflections, and so on,
simply go away.

First of all, the topological information often enables much more robust and
reliable segmentation. Depending on the acquisition method, it may even be
possible to perform the segmentation in a 2.5D image and superimpose it on a
congruent 2D image to examine the segmented features under incident lighting.
In addition, it is often possible to evaluate other quality criteria than under
incident light.
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Figure 10.14 Basic part, perspective (generated by Blender) and theoretical height map
(generated by OpenCV with NumPy).

But there are, of course, significant shortcomings in 2.5D. As has been
mentioned previously, it treats the topology as a function of the 2D coordinate,
meaning there is only a single height value for any given x–y coordinate. The
representation of vertical parts, like side walls of a testpiece, cavities, overhangs,
and undercuts, is not possible with 2.5D models. For this, you need actual
3D data.

Figure 10.14 illustrates this using a fairly simple 3D object, basically a trun-
cated pyramid with a door-like opening and a depression in the center of the top
plane. For the sake of precision and simplicity, the object has been created dig-
itally using a 3D modeling program. The figure also shows the theoretical, that
is, exact, not computed from samples, height map of the object. Obviously, even
the exact height map does not tell us everything about the shape of the object:
there is no information about the area beneath the “door” lintel. For this, we need
actual 3D data.

10.10.1.3 Point Clouds and Registration
There are various representations of 3D data. The most basic is the point cloud, a
collection of data points, each usually defined by its x-, y-, and z-coordinates. A
point cloud created by a 3D scan of a real-world object will contain only points
on the surface of the object – and only the surface areas visible from the point of
view of the scanner, at that.

Therefore, a nontrivial object cannot be sampled as a point cloud by a single
scan. Let us assume a very simple setup: a brick on a table. Even neglecting the
bottom of the brick, we will need more than one scan. From directly above, we
will not be able to scan the sides16, and from a side angle we cannot scan the side
behind the brick from the point of view of the scanner. So we will need at least
two scans, creating point clouds of different aspects of the brick.

In a real-world setup with more complicated objects, the situation will likely
become more complex, involve more scans, with different areas of the object

16 With a hypercentric or pericentric lens, it is possible to show the top and all sides in a single
image; however, the sides are depicted with severe perspective foreshortening, and such a lens can
only capture objects that are considerably smaller than the front opening of the lens.
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Figure 10.15 Series of point cloud scans from various angles (simulated by Blender).

missing in the scans, for example, due to undercuts and the like. Figure 10.15
shows point clouds of the object in Figure 10.14 from four different perspectives.
It is obvious that some features are visible only from certain angles and that some
areas, for example, the depression on the top plane, are difficult to sample at all
due to shadowing effects. It is clear that obtaining a 3D representation of an object
will be increasingly difficult the more complex the shape of the object is.

As Figure 10.15 shows, we will need more than one single 3D scan to obtain a
complete representation of an object. Each scan yields its own point cloud, and
regardless how carefully we build and calibrate the scan setup, there will never
be an exact correspondence of the points in these clouds. So we will have to form
a coherent whole from the disparate point clouds. This process is called “regis-
tration.”17 As there will be no exact match, that is, placing points directly at the
same positions, this is basically an optimization problem. Over time, many spe-
cific algorithms have been developed. The most widely used one (according to
[18]) is the iterative closest point (ICP) method, introduced in [19].

The ICP algorithm is based on the assumption that every point in one point
cloud corresponds to the closest point in the other point cloud, and then finds the
least squares rigid (i.e., point-distance-preserving) transformation between the
two point clouds. Because of its basic assumption, it works best if the two poses
are relatively close to begin with or if some a priori knowledge from a calibration
process can be utilized.

Registration is still an active research topic, so it is difficult to say what the
optimal algorithm for a given problem will be. ICP is a good starting point, how-
ever, at least for industrial inspection data, as we will typically have a fairly well
controlled data acquisition situation, allowing a good initial estimate.

There are many variations of the ICP algorithm, and also other methods, spe-
cialized for various applications, such as real-time tracking of multiple objects,
useful for the orientation of robots in 3D space. In practice, trying out the opti-
mal algorithm and implementing it – possibly in hardware – will probably be
cost-effective only when developing a product for widespread distribution. In the
area of industrial quality inspection, where new applications and thus require-
ment changes are daily routine, one will be more or less restricted to the methods
provided by the (software) platform used. A robust, broadly applicable algorithm
will be preferable here, even if it is not perfectly optimized for the given task.

17 For non-native readers of English, this term may be somewhat surprising; at least it was for the
author. One of the meanings of the verb “to register” is “to make or adjust so as to correspond
exactly”; this is where this use of the term “registration” derives from, and it is not only used for the
case of 3D point clouds but generally when two or more disparate sets of data are brought into
correspondence.
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An overview of ICP variants can be found in [20]. Pears et al. [21] contains
an extensive introduction into the algorithm as well as many remarks and cita-
tions on variations of it. Many papers and application hints on ICP can also be
found in [22], and [23] gives a comparison of the performance of ICP variants on
real-world datasets, whereas [24] compare ICP with a variational approach.

10.10.1.4 Representation
Point clouds are ill suited for direct processing. To derive information about the
object, like its surface area, volume, integrity, and other numeric or symbolic
information, the point cloud will typically be converted into a polygon or triangle
mesh so that there are connected vertices, closed surfaces, surface normals, and
so on. To this end, the point cloud will be locally – that is, piecewise – fitted to
algorithmic surfaces. The surface will thus also become “smoother” in compari-
son to the often rather ragged points obtained directly from the scan.

One difficulty in the conversion of point clouds to other representations is
that – in contrast to the equidistant grid of 2D images or height maps – the
points in the set do not have “natural” neighborhood relationships, that is, it is
not immediately and unambiguously clear which points are situated on the same
surface, where vertices and edges are, and so on. Considering Figure 10.15 again,
even for the human visual apparatus, honed through million years of evolution,
it is not always easy to derive the actual shape from the point cloud. For various
methods of surface representation and their derivation from point clouds, see,
for example, [21].

10.10.2 3D Data Acquisition

It would far exceed the scope of this chapter to explore the variety of methods to
acquire 3D information about an object in detail with respect to equipment or
algorithms, so we will restrict ourselves to some general remarks and common
methods.

The basic methods for 3D data acquisition are far from new. For example,
photometric stereo was introduced in 1980 [25], and laser triangulation is even
older. Of course, many variations on these basic methods have been invented,
improved, and refined over the years. As is the case with many image processing
methods in traditional 2D image processing, many methods were impractical to
use before the widespread availability of cheap computational power.

There are different ways to categorize 3D image acquisition methods. We follow
here the categorization by Pears et al. [21] with the exception of the photometric
stereo technique. Pears et al. [21] distinguish at the first level between passive and
active methods. Passive methods use the ambient-lit scene only, whereas active
methods apply some form of controlled lighting.

Table 10.1 lists several popular 3D data acquisition methods and their charac-
teristics, based on [21] and [26]. These methods are introduced in more detail
later in this section – without any claim to completeness.

For the purpose of this categorization, laser beam and sheet-of-light methods
have been subsumed under structured light. Also note that mixtures of methods
are possible. For example, structured light may be used to aid in finding corre-
spondence points for stereo vision, turning it into an active method.



758 10 Machine Vision in Manufacturing

Table 10.1 List of popular 3D data acquisition methods.

Method Lighting Based on Result

Shape from focus Passive Monocular images Range data
Shape from shading Passive Monocular images Surface orientation
Shape from texture Passive Monocular images Surface orientation
Shape from disparity (stereo) Passive Triangulation Range data
Structured light Active Triangulation Range data
Deflectometry Active Triangulation Surface orientation
Photometric stereo Active Monocular images Surface orientation
Time of flight Active Time delay Range data
Interferometry Active Time delay Range data

The terms in the “Based on” column are used as follows:

Monocular images: Calculation is based on variations within a single or between
several images taken from the same point of view;

Triangulation: Calculation is based on triangles of light rays (in the sense of geo-
metrical optics), stereo imaging being the case of classical triangulation;

Time delay: Calculation is based on the different times of flight of light from dif-
ferent points in the scene or along different paths, usually measured by means
of the light phase.

The methods have been further distinguished by delivering range data, that is,
distance from the sensor directly, or surface orientation. From the surface ori-
entation, the topology of the surface, that is, a height map, can be computed by
integrating over the surface.

In the following, we will describe the principle of the methods briefly. Further
details can easily be found from the exhaustive list of [21, 26], and other overview
articles and books cited in Section 10.10.4 or a web search.

It should be noted that combinations of these “pure” methods are possible and
in use. We will not go into that in detail, however. One example is the combination
of stereo imaging with structured light, where the projection of a (random) light
pattern onto the scene increases its texturing and thus the number and quality of
correspondence points for the triangulation.

10.10.2.1 Passive Methods
The passive methods derive shape information from several different character-
istics of the scene (resp. the object) in question:

Focus: By varying the distance between camera and object or the focal character-
istics of the lens and measuring focus-related characteristics of the scene (e.g.,
sharpness of edges), it is possible to establish a map of the relative distances of
parts of the scene from the camera and thus a height map. The method acquires
dense height maps with a relatively low height resolution and accuracy.

Shading: Shape is deduced from the reflectance of the various parts of the image.
Pears et al. [21] mention photometric stereo as a related technique using
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several images with different illuminations. Other authors subsume shape
from shading and photometric stereo in a single method. We list the latter
here as an active technique in Section 10.10.2.2 because of the necessary
change in illumination between images, that is, the application of controlled
illumination.

Texture: Shape is deduced from the perspective appearance of a (known) regular
pattern on the object’s surface.

Disparity: This is typically referred to as stereo imaging. Images are taken from
two different viewpoints with a known spatial relationship to each other. Typ-
ically, these are two cameras with parallel optical axes mounted at a fixed,
known distance, the so-called baseline. The two images are searched for cor-
responding points, and from the apparent distance of the points in the two
images and the known baseline, the distance of the points from the camera
setup can be computed trigonometrically. The technique can be extended to
multiple images.
The main problem of stereo imaging is finding good correspondences between
the images. Stereo imaging in general does not generate dense distance maps
because the distance can be computed only for the corresponding points and
not for all points in the image. Significant texturing of surfaces is advantageous
for stereo methods, as the texture creates many candidate points for finding
correspondences. Stereo imaging is therefore sometimes combined with struc-
tured light methods to increase the texturing on the surface artificially.
A variation on stereo imaging is structure from motion, where the two images
are not taken simultaneously by two cameras but sequentially by a single
moving camera. From the speed and direction of the movement, the distance
between the two points of view can be determined to form essentially the
same as the baseline in stereo imaging (Figure 10.16).

10.10.2.2 Active Methods
Active methods use some kind of controlled lighting to influence the character-
istics of the image scene from which shape or distance can be computed.

10.10.2.2.1 Time-of-Flight TOF cameras are based on the principle of sending
out a light pulse and measuring for each pixel the time from pulse to reflection.

Figure 10.16 Principle of stereo
imaging.

Camera 1 Camera 2

Image 1 Image 2
Disparity d = d1–d2

d1 –d2
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The complexity of the required circuitry results in large pixels and hence low spa-
tial resolution; on the other hand, these cameras deliver complete depth maps of
the scene with each shot at a relatively high frame rate. They are therefore rather
more suited to applications involving motion (like gaming, gesture recognition,
robotics) than to quality inspection tasks. Usually, infrared light is used in order
not to disturb the environment by the light pulses and to make the measurements
less sensitive to ambient lighting. See, for example, [27] for more detail on the
principles and application of TOF cameras.

Another example of this principle are the well-known LIDAR18 systems tradi-
tionally used in the geosciences (geography, forestry, seismology, remote sensing,
meteorology, etc.) which uses a laser to create a depth map of the scene by mea-
suring the time of flight of the reflection point by point. First mentioned in 1963,
an early high-profile application was mapping the surface of the moon by the
Apollo 15 mission in 1971 [28]. Today, LIDAR systems are also used for traffic
speed controls, distance measuring on construction sites, and so on.

10.10.2.2.2 Structured Light In [21], this is referred to as triangulation, based on
the mathematical principle used to compute the depth. The term structured light
is probably more recognizable in today’s application world.

In its simplest form, the spot scanner, a single beam of light, for example, a spot
laser, is projected onto the surface to be measured. From the known distance and
angle between camera and illumination and from the angle of the reflection of
the spot on the part’s surface, as perceived by the camera, the distance between
camera and surface can be calculated by triangulation. By moving the spot in a
scanning motion across the surface, a complete height map of the surface can be
derived.

The method can be extended to use a sheet of light, so that only a scanning
motion in one direction is required (Figure 10.17), and to structured light, which
in principle allows for deriving a height map with a single shot.

The points of the (known) projected pattern are displaced in the image with
respect to the original pattern because of the topology of the illuminated surface.

Camera Light source

Image

Figure 10.17 Principle of sheet-of-light
scanning. Either the object or the sensor
setup needs to be moved to capture a
complete surface topology.

18 Capitalization varies. It is not actually an acronym but a composite formed from light and radar;
in military use it stands for “Laser Illuminated Detection and Ranging.”
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Figure 10.18 Modulated lighting
pattern on geometrical shape
(generated by Blender).

Figure 10.18 shows the displacement clearly. It also shows that this technique
suffers from shadowing effects, too.

An unambiguous correspondence between the points in the pattern and the
image requires in principle a nonrepeating pattern over the area. This can also be
achieved by capturing a sequence of images synchronized with a time-modulated
pattern.

There are many variations on the method; Salvi et al. [29] lists, for example,
spatial multiplexing by color stripes, random maps of dots of different brightness,
or brightness gradients, as well as time multiplexing by binary codes – gray codes
are frequently used – and phase shifting using sinusoidal patterns. Sometimes, a
coding method is developed specifically for a particular task to be solved.

Structured lighting can also be used to increase the texturing of a surface arti-
ficially to improve the chances of stereo imaging to find correspondence points
for the triangulation, typically with random patterns.

In general, structured lighting requires the surface to have sufficient reflectance
(i.e., is not completely black in the sense that it reflects very little light), preferably
homogeneous, diffuse reflection (because an ideal mirror would, in that setup,
reflect the light completely away from the camera). The surfaces should not
exhibit strong texturing, as this may distort the pattern.

Also note that there is a trade-off between the baseline of the system –
determined by the angle between light source (resp. pattern projector) and
camera – and the occlusion problem. Since the computational method is
triangulation-based, the larger the baseline, the more accurate the height data.
On the other hand, a large baseline leads to more missing parts in the picture
because, figuratively speaking, the shadows grow longer, that is, there are
more areas where the camera will not be able to see the pattern because it is
occluded by surface features. In particular, steep slopes and undercuts cannot be
scanned.

10.10.2.2.3 Deflectometry This is the equivalent of structured light scanning for
surfaces with specular reflection, that is, shiny or mirror-like surfaces; it is used,
for example, to characterize optical surfaces, such as mirrors or lenses, or glossy
technical surfaces, like car body parts. A geometrical pattern is projected onto
the surface and the reflected pattern checked for deviations.
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Figure 10.19 Principle of photometric
stereo (actual setup in Blender).

10.10.2.2.4 Photometric Stereo Here, height information is derived from bright-
ness measurements, hence the term “photometric.” It is basically a shape from
shading method, but as it uses controlled lighting situations, we list it under the
active methods here. The characteristic controlled here is the direction of the
light, that is, its angle of incidence (Figure 10.19).

The principle of photometric stereo is to take several congruent images of the
scene lighted from different directions. From the different shading of the images,
the slope (in x and y) can be computed at every point in the image. By integrating
over the slope, a height map is obtained.

The method is originally [25] based on a reflection model assuming, among
other prerequisites, pure Lambertian reflectance, that is, an ideal matte or dif-
fusely reflecting surface. Variations of the method have been introduced for sur-
faces exhibiting other reflection characteristics.

At least three lighting directions are required for the computation. This setup
is shown in Figure 10.19 with a single camera giving a top view of the object and
three light sources spaced around it at regular intervals (this is not a requirement,
as the light direction enters into the computation).

Additional lighting directions allow for the exploitation of symmetry and other
properties to ease the computation. Using four directions is also a common setup,
described, for example, in [30].

Just as with structured lighting, the surface needs sufficient reflectance and a
significant amount of diffuse reflection, as mirror-like surfaces would reflect the
light away from the camera.

Compared with the theoretical height map shown in Figure 10.14, there are
some notable differences. Most Striking is that the depression in the middle of the
top plane is missing. The reason is that the height map in a photometric stereo
application – indeed in all applications based on measuring surface direction – is
determined by integrating over the slope of the surface in the x and y directions.
The walls of the depression are vertical, that is, the gradient on the edges is infi-
nite, so the surface is not integrable over the edges (Figure 10.20).

We will not go into the mathematical details here. There are many papers on
surface reconstruction from gradient fields, for example, the classic [31] and the
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Figure 10.20 Geometric object under different lighting directions (generated by Blender),
slopes in x and y directions and the height map (computed by NumPy, SciPy, and OpenCV).

seminal paper by Agrawal et al. [32] which is the basis of many implementations
in practical use. Note that it may not be always possible to achieve a globally “cor-
rect” reconstruction of the surface, but for the purposes of industrial machine
vision it may also not be necessary. For the typical application of looking for
defects, for example, a local deviation in the smoothness of the surface is signifi-
cant, so it is sufficient to have a locally correct reconstruction. The actual overall
height may not be of importance at all.

We take with us the message that one may have to be careful in interpreting
the results of 3D data acquisition and reconstruction methods. This holds not
only for photometric stereo. Every technique has particular weaknesses leading
to possibly erroneous results, like shadowing, occlusion, and so on.

10.10.2.2.5 Interferometry Here the controlled characteristic of the illumination
is its phase. The most widely used method in industrial quality control is actu-
ally a special case of general interferometry, namely white light interferometry.
The basic setup is that of a microscope: a broad-spectrum (hence the term white
light) beam of light is split into a reference beam, reflected by a mirror, and a
measurement beam, reflected by the part to be measured; both fall on the cam-
era where they generate an interference pattern. A phase shift is achieved by
changing the length of the measurement beam relative to the length of the refer-
ence beam – typically using a high-accuracy piezoelectric stage – changing the
interference pattern. For each pixel, the modulation is measured; it reaches its
maximum when the beam lengths are identical. Height resolutions in the sub-
nanometer range are achievable – at the price of a relatively long measuring time
due to the scanning through an axial measuring range (Figure 10.21).

There are different types of white light interferometers, and some of them
are described in [33]. White light interferometry is suitable for plane, smooth
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Figure 10.21 Principle of white light
interferometry.

surfaces only, as its accuracy is limited among other effects by speckle noise
generated by rough surfaces. There are variations on the method suitable for
optically rough surfaces also.

White light interferometry is actually a fairly old technique; it was proposed
in 1972 for measuring the thickness of thin films [34]. A typical application of
white light interferometry is measuring the roughness of high-quality techni-
cal surfaces. It is interesting to note that an important requirement was to show
the correspondence to traditional stylus measurements [35]. The capabilities of
interferometers increased with the computational power available to evaluate
the interference patterns so that there is a broad range of applications today, for
example, defect inspection of mirrors, as in [36], semiconductor wafers in [37],
microelectromechanical systems (MEMS) in [38], to name but a few.

10.10.3 Applications

From a machine integration point of view, there are no fundamental differences
between 2D and 3D applications but only gradual distinctions: possibly some-
what more complicated mechanical integration due to a greater number and
complexity of sensor equipment; possibly higher demands on data transfer for
3D data; likely more interesting visualization for the user – nothing revolutionary
in this respect.

On the other hand, the application areas for 3D image processing are currently
evolving at an astonishing pace. New, often more robust, solutions are found for
traditional machine vision tasks; other tasks that were considered nonsolvable
are becoming feasible, while at the same time completely new application possi-
bilities are being discovered. A lot of it is still quite experimental, and solutions
are therefore possibly even more specialized than in the more mature field of 2D
image processing.

Anything that can be written here will thus of necessity be a preliminary,
incomplete snapshot. Therefore, it does not seem appropriate to go into great
depth; instead, a number of published applications will be listed to give an idea of
what is already possible in this field and encourage the reader to probe further and
develop new fascinating combinations of methods, test pieces, and objectives.
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In order to avoid any hint of favoring particular companies or products, com-
pany publications have been excluded – regrettably sometimes, as they give some
detailed explanations of particular technologies – and citations are thus restricted
to articles from scientific and general industrial journals and publications from
research institutions and professional associations. However, in following up the
citations, especially from industrial journals, you will find that some authors have
company affiliations and that some articles directly mention specific companies
and their proprietary technology. It should be emphasized that no endorsement
is implied thereby.

To make it easier for the reader to assess the changes brought about by 3D
image processing, the presentation broadly follows the application types outlined
in Section 10.2.1; we will see, however, that the emerging new capabilities chal-
lenge the boundaries of these task categorizations even more than traditional
machine vision does.

10.10.3.1 Identification
The first task category in Section 10.2.1 was actually code recognition because of
the special role played by purpose-built code scanners. Here we chose the broader
term “identification,” instead.

UKIVA [39] describes a solution to a long-standing machine vision Challenge,
namely the identification of characters on tires (which, being made from black
rubber, are basically contrast-free) using laser line-scanning and preprocessing
in a camera-integrated FPGA. The 3D acquisition renders the lack of contrast
between the raised characters and the tire rim meaningless.

The principle is, of course, also applicable to other surfaces and types of writing.
Chen et al. [40] demonstrates the use of photometric stereo for the segmentation
of embossed characters on a metallic surface using texture algorithms. Adding
a fourth light source to the mandatory three for photometric stereo allows for
the compensation of specular reflection (remember that photometric stereo was
formulated for pure Lambertian reflection only) – as had been shown in [30].

In an interesting non-industrial application [41] demonstrates the possibility of
extracting handwriting from severely textured or cluttered background by detect-
ing the indentations of the ball-pen point in the paper using photometric stereo.

In all three cases, 3D data acquisition serves to make a fundamentally
well-known application – character recognition – more robust, or at all possible,
by providing more robust and significant data than 2D imaging. The segmenta-
tion of the characters is greatly improved, whereas the rest of the application can
remain more or less unchanged.

10.10.3.2 Completeness Check
Checking assemblies for completeness, correct positioning of all parts, and so on,
as we have briefly described in Section 10.2.1, is an important and widespread
application of machine vision. It is obvious that it will, in many cases, be much
more robust and easier to solve with 3D information. For example, determining
the exact position of a (black) IC on a (dark-green) circuit board can be a chal-
lenge due to low contrast, making segmentation difficult; using a height map,
segmentation becomes trivial.
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Heizmann [42] describes fill level measuring in blister packages using laser
stripe projection, and Wöhler [22] shows the verification of a glue line using a
stereo vision system. The latter is a prime example of the improvement brought
about by 3D vision: contrast between glue lines and the casing or car body parts
they are applied to is typically poor and unreliable, whereas the topology is easily
reconstructed. This application also underlines how application areas are merg-
ing into each other. Instead of a completeness check, this could with equal justi-
fication be regarded as a shape check or a pose recognition, albeit of a nonrigid
object. In the same vein, the inspection of solder joints – a notoriously difficult
problem due to the varying reflection of the solder material and thus much easier
in 3D – could just as well be classified as a completeness or as a shape check.

Many more examples of this application category can be found on company
web sites, marketing material, press releases, whitepapers, and so on.

10.10.3.3 Object and Pose Recognition
In Section 10.2.1, we spoke of object recognition and position recognition. In
3D applications, the more general term “pose recognition” is commonly used,
referring to the combination of position and orientation in space.

The distinction between object and position (or pose) recognition tasks
becomes more blurry in 3D applications. Pose can be used for object recogni-
tion, for example, in gesture recognition where constraints on the relative pose
of upper arm, forearm, and digits can be used for identification.

Wöhler [22] cites several applications in robot–human interaction, based
on multicamera setups, from collision avoidance and safety barriers – that
is, separating humans and robots or stopping the robot in the proximity of
a human – to the use of gesture recognition methods and tracking of body
parts for actual interaction. In a similar vein, [43] presents a collision-avoidance
approach for human–robot coexistence based on depth images derived by a
coded-light method.

Then, of course, there is the vast field of pick-and-place tasks, where a part is
to be picked from a source location and placed into a destination location. Of
course, this is not a machine vision task alone but a combination of object and
pose recognition tasks on both sides, so to speak, with a handling task.

Industrial pick-and-place tasks are often well defined. For example, the source
location may be a blister or some other type of packaging that keeps the parts
in well-defined positions. And, almost by definition, the destination location is
rather precisely defined. Frequently, the task will be to put the part directly into
its intended place of assembly, as shown in Section 10.11.5.

The source location will frequently contain several parts, whereas the destina-
tion location will (in assembly applications) usually accept only a single part. But
of course there are also repackaging tasks, where the parts are to be relocated, for
example, from a bin into a blister.

The difficulty of the task and the degree of support by machine vision vary with
the degree of structuring and precision in the source location as well as the des-
tination location.

On the source side, we may have, sorted by increasing difficulty and without
claim to completeness, the following:
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• Precisely defined location: the parts’ locations may be so well defined that they
can be picked up by a handling device, for example, an industrial robot or a
gantry, without any further guidance.

• Sufficiently precise relative location: the parts may be so precisely placed in
their receptacles that it is sufficient to determine its location and then com-
pute the location of the individual parts from there. Machine vision support is
required here when the overall location of the receptacle is not sufficiently well
known for the handling system, and will often not require 3D methods at all. In
many cases, it will be sufficient to have a camera capture the entire receptacle,
calculate its overall position, and from there compute the individual positions
of the parts.

• Unstructured but separated locations: parts may be transported on a conveyor
belt or some other feeding device where, within the physical restrictions of the
device, they may be in any location. Typically, one will try to separate at least
some of the parts, for example, by a brush across the conveyor, letting parts
through one by one, identify these by image processing methods, and trans-
mit their coordinates to the handling system for picking them up. Whether 3D
methods are required for this task mainly depends on the parts. If their height
or, more generally, 3D topology is significant for distinguishing between part
types or for determining their pose in order to pick them up, then 3D meth-
ods will be necessary. For example, it may be that only the 3D topology allows
distinguishing whether a part is lying upside down. On the other hand, if the
part’s silhouette alone is sufficient for locating them well enough to be picked,
2D methods will suffice.

• Unstructured locations: an example of this is the famous “bin-picking” task
where parts are lying more or less haphazardly within a bin and have to be
taken out one by one for assembly or other purposes. This task, trivial for a
human, has kept machine vision busy for a long time. It is in general not solv-
able without 3D methods. We will say more about that in Section 10.10.3.6.

The destination side will be typically well structured. It may be that the
part is directly placed into its final assembly destination (as in the example
in Section 10.11.5); it may also be that the part is put into a receptacle, for
example, parts may be picked from a bin and put into blisters. Both cases will
frequently require vision guidance, but 3D methods will usually not be required,
as the height of the destination position is usually well controlled. This is not
without exceptions, however; we may think of placing boxes on storage shelves,
possibly on top of other boxes, where a 3D model may be required. Or one
could think of bin-placing, where parts have to be stacked inside a bin. Here
also, 3D methods will be necessary, to derive a model of where to put the next
part safely.

10.10.3.4 Shape and Dimension Applications
This category has been renamed here from “check” to “application” because
there is an increasing number of applications where shapes and dimensions are
measured but not checked against nominal values, for example, re-engineering
applications.
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In the realm of 3D machine vision, this category sometimes overlaps with
the following one, surface inspection, because certain 3D acquisition methods
enable us to actually measure the topological features of surface characteristics
and defects, such as roughness, depth of dents and scratches, and so on. For
example, does checking an automotive body part for minute deformations
before – or after – paint work, classify it as a shape check or a surface inspection?
So, for some examples from this section and the next, the classification may be
somewhat arbitrary.

Shape checks quite literally reach a new dimension with 3D acquisition meth-
ods, demonstrated, for example, in [39] with pleat detection in aluminum bottles
using laser light scans and in [44] with the inspection of plastic cups for shape
defects and the measuring of axle diameters, also using laser line profiling.

Somewhat larger are the automotive body parts inspected for dents and other
defects using fringe projection, that is, calculating the deformation of a periodic
grid, shown in [45]. Cost savings are immense when such defects are found before
paintwork, especially right in the pressing plant.

Remember that it was noted in Section 10.10.2.2 that structured light methods
such as fringe projection in general require diffuse reflection. After paintwork,
automotive body parts are typically glossy, so the method of choice is therefore
deflectometry, as shown in [46].

In the above examples, local discontinuities were taken as candidates for
defects, indicated by an “insufficient smoothness” of the surface. The ubiquitous
use of 3D CAD software makes it possible to take shape and dimension checks
one step further. Bosche and Haas [47] proposes the comparison of point clouds
derived by laser scanning to point clouds computed from CAD models for
dimensional quality control of the parts. A similar approach is used in [48] for
defect detection in pressed parts. An important step is the alignment of scanned
data and CAD model for which an ICP algorithm (see Section 10.10.1.3) is used.

Advancing from inspection for local deviations and comparison with given
CAD models, another step takes us into an area very much concerned with
dimensional measuring, although not a check in the strict sense of the word,
namely reverse engineering, that is, the derivation of a model of the part from
3D scanning data.

Sansoni et al. [26] shows stereo vision and structured light approaches for the
measurement of large free-form objects, as well as combinations with mechani-
cal methods especially for the high-precision measurements required for reverse
engineering of parts.

An interesting nonindustrial application area they illustrate is “cultural her-
itage applications,” that is, the preservation of cultural artifacts, such as sculp-
tures, buildings, and so on, in the form of 3D data. Structured light and laser
scanning methods are typical here, depending on the size of the objects and the
required resolution. Another interesting nonindustrial field is forensic investiga-
tions, including postmortem analysis of bodies as well as crime scene documen-
tation where TOF methods and laser scanning systems have started to replace
traditional photographic methods.

Flisch et al. [49] describes several re-engineering applications based on point
cloud data derived by a method we have not discussed so far because it is rarely
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used in production, namely computer tomography. It requires an X-ray source
and is typically rather time consuming, making it awkward to use in inline
inspection. It is, however, an important tool in re-engineering as well as in
sample checks of individual, usually complex, parts taken from production.

Istook and Hwang [50] show the application of 3D body scanners to the apparel
industry.

10.10.3.5 Surface Inspection
For industrial surface quality control, [26] mentions interferometry, focus meth-
ods, and laser triangulation, depending on the type of surface and the required
resolution.

Wöhler [22] cites several application examples where photometric methods,
sometimes in combination with measurements of the angle and degree of
polarization of the reflected light, lead to 3D reconstruction results of metallic
surfaces comparable to those of coded structured light approaches. Albedo
variations of the surface, such as discolorations, pollution, and so on, which
can be very confusing for segmentation in 2D images, are eliminated in the 3D
reconstruction. They also show that combinations of methods – for example,
photometric and structured light approaches or stereo disparity and photopo-
larimetric methods – can improve the reconstruction result by compensating
weaknesses of one method by strengths of the other.

Heizmann [42] demonstrates the application of photometric stereo for the
continuous inspection of floor covering for defects and the use of deflec-
tometry for the detection of defects on highly glossy porcelain and polished
pressing dies.

Bauer [45] shows the inspection of micro weld seams for blow holes using con-
focal microscopy, that is, a specialization of shape from focus. The same principle
is used for the characterization of fine-machined surfaces such as camshafts and
cylinder liners for wear prognosis and analysis. Larger weld seams, as occurring
in car body manufacturing, can be inspected using laser scan systems.

Another example in [45] is the use of photometric stereo for the detection of
air pockets in copper laminates in line-scan camera images. We already men-
tioned the inspection of automotive body parts – before paint work, that is, when
they are still matte – for dents and other shape defects using a structured light
approach in Section 10.10.3.4. For the surface inspection of cylindrical parts, a
laser-line sensor is used to derive a surface profile of the rotating part.

For the inspection of shiny metal surfaces, as are common as sealing surfaces on
automotive parts, for surface defects, such as dents and scratches, [45] describes
an approach using relief images derived by a patented shape-from-shading
approach. This method allows for the elimination of optical surface variations,
such as corrosion and cleaning residue. UK Industrial Vision Association [39]
describes the same approach for the inspection of high-precision metal–plastic
composite parts for defects down to a depth of a few micrometers using a
patented shape-from-shading technology.

Pernkopf and O’Leary [51] show the application of laser-line profiling and pho-
tometric stereo for the detection of topological surface features, such as indenta-
tions, on metal surfaces.
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Scholz-Reiter et al. [52] describe a prototypical system applying classical
image processing techniques to height maps, derived by digital holographic
microscopy, for the detection of cracks, dents, and scratches on micro
deep-drawn components.

Landström and Thurley [53] present a method for the detection of cracks in
steel slabs based on morphological processing of 3D profiles derived by laser
triangulation. Note that in this application, as in many others here, well-known
and proven image processing methods can be used to analyze and evaluate the
defects, that is, by measuring their area, length, orientation, position, and so on.
This illustrates one of the great benefits of 2.5D methods: most of the application
remains unchanged with respect to a traditional incident light application.

In [54], color photometric stereo in line-scan images is used for the inspection
of small corner cracks in cast steel.

Heizmann [55] shows the evaluation of groove marks, for example, on projec-
tile shells for forensic purposes, as a 2.5D application based on laser triangulation,
white light interferometry, and confocal microscopy as well as a technique called
“shadow modulation,” which bears some similarity to photometric stereo.

Speck et al. [56] describe the use of phase-measuring deflectometry, which
projects a sinusoidal pattern on the parts, for the detection of defects in plastic
molded eyewear, that is, glossy transparent objects.

Pears et al. [21] give overviews of nonindustrial application areas, such as face
recognition using data from 3D scanners, geosciences (elevation models, for-
est sensing) on InSAR,19 LiDAR,20, and stereoscopic data, and medical imaging,
based on X-ray data.

In Section 10.10.2.2, we have already mentioned the application of white light
interferometry to the inspection of high-quality surfaces such as mirrors [36],
semiconductor wafers [37], and MEMS [38].

10.10.3.6 Robotics
Robotic applications have already been mentioned several times in this section.
Most of the 3D acquisition and processing methods covered here can be used in
different types of robotic applications.

The main applications of image processing in connection with robots are as
follows:

Navigation: A mobile robot may move in a known environment for which, for
example, a map or a CAD model exists; machine vision can then be used to
identify features in the environment, map them to the model, and thus deter-
mine location and pose of the robot. TOF cameras, laser scanning, and stereo
vision are methods that come to mind here. When moving in an unknown envi-
ronment, we often speak of simultaneous localization and mapping (SLAM),
meaning that the robot has at the same time to build a map or model of its
environment and keep track of its own location within it. This is a very broad
topic, so we cannot go into it here, but it is of course of utmost importance for
autonomous robots and vehicles.

19 Interferometric Synthetic Aperture Radar.
20 Light Detection and Ranging, see Section 10.10.2.2.
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Collision avoidance: This is not only important for mobile robots but also for clas-
sical industrial robots intended to interact with humans. It can simply mean the
detection of the presence of a person within a prescribed volume around the
robot (which may be far from simple, by the way), or it can require breaking
down the detected shape into articulated parts and tracking their movement,
for example, to avoid collision with a human arm – or even to cooperate with
said arm by passing some object to it. Methods used here must be capable
of covering a large volume so again stereo, laser scanning, and TOF are the
methods of choice (of course, laser scanning has to be done at safe intensity
levels).

Pick-and-Place: This refers to the use of machine vision to detect, Identify, and
locate objects – the objects to be picked up as well as the locations where to
place them. The objects may initially be inside a blister, which makes localiza-
tion simpler as there are only defined positions or they may be stored in an
unstructured way, for example, thrown haphazardly into a box of some kind
which is the proverbial “bin-picking” application. The choice of the acquisition
method strongly depends on these environmental conditions. For a structured
environment, 2D imaging may actually be sufficient, or stereo – possibly sup-
ported by pattern projection to increase texture – may be a good choice as the
scene structure is fairly well known, making it easier to find point matches. In
bin-picking, we will typically want to pick up the top objects, so a more or less
complete topography of the box contents will be necessary.
Pochyly et al. [57] describe a bin-picking system based on 3D scanning with
two laser lines, whereas Kim et al. [58] propose a fusion of 3D and 2D data
to improve detection in the presence of noise and occlusions. Oh et al. [59]
use a structured light approach with projected gray codes in connection with
geometrical object matching, and [60] work with stereoimages and neural net-
works to isolate objects from the height image. Buchholz et al. [61] again use
laser line scanning and concentrate on the matching to CAD data. Laser line
scanning is also used in a nontechnical application, such as the bin-picking of
sausages – as “featureless” cylindrical objects – described in [39].
This is but a small sample of articles on the subject, but it shows that despite
the long history of research on the bin-picking task, there is no general solution
yet. Laser-line or structured light scanning is the common approach, but every
application requires fine-tuning to the objects and environment in question.
Matching to CAD data helps make systems more generally applicable and can
also be used to determine places where the robot gripper can securely hold
the part.

10.10.4 Conclusion

In the space of this section, we could do no more than scratch the surface of this
vast and rapidly developing field of 3D industrial image processing. Several entire
books on this topic alone could easily be written, and that has of course already
been done (e.g., [21] for an overview of acquiring and processing 3D shapes with
a section on (nonindustrial) applications, [22] for the combination of acquisi-
tion and processing methods and applications in industrial quality inspection
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and robotics, [62] for a projective geometry approach, [63] with an emphasis on
registration, [64] with a focus on stereo imaging, and [65] with a broad overview
of the acquisition and processing techniques).

Over time, standard approaches will certainly emerge, much like in 2D image
processing, and we made some remarks on that throughout the introduction of
acquisition methods in Section 10.10.2.1. For the time being, however, following
the relevant publications will be necessary to keep up-to-date with acquisition
and processing methods as well as their application.

The industrial solution potential of 3D image processing is immense, ranging
from all kinds of quality inspection tasks to advanced robotics and HMI topics.
This is certain to be a very interesting field of research for a long time.

10.11 Industrial Case Studies

This section will present several actual industrial applications. Despite the nec-
essary discretion with respect to product – and even more, nowadays, produc-
tion – information, they will hopefully raise a few interesting ideas, reinforce
some of the points made in this chapter, and lead the reader to some novel solu-
tions and applications in her/his own environment.

At the end of each application description, a brief description of equipment
and important algorithms is given. The equipment description is most detailed
in Section 10.11.1, but in the following only a brief overview is given.

The case studies have not been altered with respect to the first edition, which
may make the equipment lists appear somewhat outdated. Today, we would have
USB or GigE cameras instead of analog cameras on framegrabbers, LED lights
instead of fluorescents or cold-light sources, and also, of course, current PCs and
operating systems. However, all this is just “implementation details,” irrelevant
for the salient points of the examples, and therefore we have decided to leave
them as they are.

10.11.1 Glue Check Under UV Light

By kind permission of Robert Bosch GmbH, Eisenach plant, Germany.

10.11.1.1 Task
The application presented here falls into the completeness check category, and it is
a typical verification inspection, that is, the part is checked for correctness after
some manufacturing process has been carried out.

The part in question (see Figure 10.22) is an automotive sensor element, and the
process is the application of glue on the part’s lid. The part has to meet stringent
quality requirements with respect to sealing and resistance against chemically
aggressive media. The casing therefore has to be tightly and securely closed. This
is achieved by using a special glue.

To ensure strength and sealing properties of the joint, an image processing
system is used to verify the amount and shape of glue before connecting the
pieces. The vision system also checks whether there is glue outside the prescribed
spots.
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Figure 10.22 Section of sensor component with
glue spots (marked).

Figure 10.23 Glue spots of different quality under UV illumination.

10.11.1.2 Solution
The most interesting part of this application is the illumination. In visible light,
the glue exhibits almost no contrast to the part. Under UV light, however, the
glue is fluorescent, resulting in an image with excellent contrast properties (see
Figure 10.23).

10.11.1.3 Equipment
Except for the UV illumination, the application was mostly solved with standard
components and methods. A standard charge-coupled device (CCD) matrix cam-
era with a 50 mm lens and a UV filter to avoid saturating the sensor with reflection
of the UV illumination from the component was used to capture the image. The
speed of the production line did not require specific triggering mechanisms, and
image capture is done directly after the start signal from the control system has
been received.

On the computer side, a custom-built fanless PC was used with a 24 V DC
power supply, a standard frame grabber, a PROFIBUS board for control system
communication, and an Ethernet connection for remote maintenance. Since 24 V
is a standard voltage in automation technology systems, and also used for digi-
tal I/O connections or to supply lighting equipment, using such a power supply
makes the cabling easy (and makes the mandatory CE certification process less
costly in terms of work as well as money).

As for the software, a configurable Windows-based image processing system
was used running under Windows 2000 Professional. Interfacing to the control
system was done with a configurable protocol on top of PROFIBUS DP. In addi-
tion to permanently available control signals (such as Start, Change Program,
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Ready, Done, etc.), this protocol uses the PROFIBUS DP process image for the
transmission of user-definable data structures, which can contain practically any
information generated by an image processing system. It would therefore be pos-
sible at any time to enhance the system not only to evaluate the quality of the
glue spots but also to transmit actual measurement values to the control system.
These could be used, for example, to adapt dispenser settings based on statistical
process control results.

10.11.1.4 Algorithms
Because of the excellent contrast of the fluorescent glue under the UV illumi-
nation, the system can rely mostly on thresholding for segmentation. Template
matching is also used, mainly for position determination. Of course, various fea-
ture computation algorithms are used to describe the characteristics of the glue
spots and thus determine their correctness.

10.11.1.5 Key Points
This application holds some points of interest: first of all, it proves once more that
finding a suitable illumination is a key issue in most vision applications. The rest
is structurally simple – which does not mean that it does not involve a lot of effort
and is trivial. And we see what makes a suitable illumination: one that is capable
of clearly and consistently emphasizing the salient features of the inspection task.

The second point is very much related to the first. It shows the importance of
the knowledge, help, and commitment of the people from the product develop-
ment and manufacturing side for the vision system engineer. The solution to use
UV illumination to make the glue visible can only be found by either receiving the
information that the glue used is fluorescent or by influencing production to use
such glue – or, in some cases, to have one developed. Only by talking to the people
who know about the product and about the process, by asking questions and mak-
ing suggestions, by using all available knowledge, can good solutions be found.

10.11.2 Completeness Check

By kind permission of Robert Bosch GmbH, Nuremberg plant, Germany.

10.11.2.1 Task
The application presented here is a completeness check of the verification inspec-
tion type, meaning that the part is checked for correctness after execution of a
particular manufacturing step.

The part in question is an automotive control component. For protection
against the environmental conditions prevalent in the engine space, the compo-
nent is encased in injection-molded plastic. Before that process, the presence
and correct position of various components are checked – which are then
encased in layers of plastic. Afterward, several features of the finished molding
are checked. Figure 10.24 shows an image of the part in background illumination.

10.11.2.2 Solution
The parts are captured by standard cameras in front of diffuse infrared backlights.
In the clear-cut contour image, a number of prescribed areas are checked to see
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Figure 10.24 Backlit image of controller component before and after molding.

whether they contain the required components; other areas are checked for being
free of obstacles. This ensures not only the completeness of the required com-
ponents but also that no other material is present inside the injection-molding
volume and that the components are actually in their required positions (because
unacceptable deviations from these positions would result in nominally free
areas to be at least partially covered). The position checks are augmented
by edge-based measurements to verify certain geometrical features with the
required accuracy.

10.11.2.3 Key Point: Mechanical Setup
A very interesting feature of the application is the mechanical setup. A
four-position indexing table is used to transport the parts. The parts are checked
at three of the four positions. Figure 10.25 shows a sketch of the indexing table
and the setup of cameras and illumination. Note that nowhere a camera is placed
directly beside any of the lighting components providing the illumination for a
different camera to avoid problems with stray light.

Also interesting is the complexity of the check sequence and data manage-
ment on the control system for the round-table check. Since a single computer
is responsible for the checks at the loading and unloading positions, it receives
several start signals per indexing table step. Each time, a different test program is
executed and the control system has to assign the correct results to the various
parts in the different positions.

10.11.2.4 Equipment
The system uses standard-format CCD cameras, one 24 V industrial PC for the
loading and unloading position, one for the premolding position, both equipped
with standard frame grabbers for up to four cameras and PROFIBUS boards for
communication with the control system.

All illuminations are diffuse LED area lights. Since there are no particular
requirements on gauge capability in this application, standard 35 and 50 mm
lenses are used.

As for the software, a configurable Windows-based image processing system
running under Windows 2000 Professional was used in combination with a
custom-developed standard protocol for control system communication.

10.11.2.5 Algorithms
The excellent contrast properties of the backlit images allow the application
to rely almost completely on thresholding segmentation. For the dimensional
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Figure 10.25 Camera and illumination arrangement on indexing table.

checks, where particular component positions are checked, edge detection is
used for increased accuracy.

10.11.3 Multiple Position and Completeness Check

By kind permission of Robert Bosch Espana Fca. Madrid, S.A. This application
has been implemented in cooperation with the technical functions department of
Robert Bosch Espana, RBEM/TEF3, and the vision group of the special machin-
ery department of Robert Bosch GmbH, PA-ATMO1/EES22.

10.11.3.1 Task
The application presented here is a completeness check of the verification inspec-
tion type, that is, a part (in this case 42 parts) is checked for presence and cor-
rectness, combined with position recognition.

The actual part in question is a small hybrid circuit. Several components on
this circuit have to be checked for presence and position; in addition, the type
has to be verified by reading and checking a character. So far, the process is basic.
The interesting thing about the application is that production logistics puts up to
42 of these circuits on a single foil, and still the resolution has to be sufficient to
check the distances between individual components with considerable accuracy.
Figure 10.26 shows such a foil.

10.11.3.2 Solution
The size versus resolution obstacle can be overcome in different ways; one would
be to use a sufficient number of cameras – large enough cameras at that – or a
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Figure 10.26 Fully occupied foil with 42 hybrid circuits.

line-scan camera to capture a single high-resolution image of the entire foil. In
the end, neither of these two options came to be used.

Increasing the number of cameras ran into a cost barrier, and led to a diffi-
cult – or space-consuming – mechanical design which had to find room for all
the cameras and would have complicated the application insofar as it would have
been necessary to check images for overlap; otherwise, components might have
been checked twice or entirely overlooked.21

The large line-scan camera image would have required, naturally, a line-scan
camera and a mechanical setup capable of smoothly moving either the foil or
camera. In addition, it would have resulted in a very large image and, advances
in computer hardware notwithstanding, it is always nicer to work with images of
“normal” size.

So in the end, it was decided to use a single camera and do a separate check
for each of the 42 components. This made the image processing programs sim-
pler – the same procedure every time for 42 hybrids – moving some of the com-
plexity toward the interface between vision system and control system. The test
procedure was realized in the following way:

• For a new foil, the control system gives a reset message to the vision system,
indicating precisely that: “delete all current results, positions, and statistics
data, we are starting a new foil.”

• For each hybrid, the control system proceeds as follows:
– Bring the camera into position;
– Transmit the position number to the vision system;
– Start the evaluation.

The vision system carries out the following steps:

• Capture an image with backlighting through the foil;
• Execute the evaluation of the distances of the circuit to its neighbors;
• Capture an image with IR top-lighting;
• Capture an image with red top-lighting;
• Execute the evaluation of the components on the circuit;
• Visualize the result at the appropriate overall position (this is the main purpose

of the reset signal, namely clearing the visualization);

21 Of course, current image processing packages provide support for stitching images, but it is
usually easier to be able to do without it.
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• Transmit the results for the given position to the control system (including the
position itself as a cross-check).

10.11.3.3 Key Point: Cycle Time
Incidentally, this procedure solved another requirement, namely that a foil is
not be fully occupied, that is, any position on a given foil could be empty. Only
the control system would have this knowledge, and could thus simply skip the
position without any additional communication overhead or logic on the vision
system side.

A note on the result itself: the specification called for a detailed result, not
merely yes or no but a yes/no on a number of properties, namely the presence
and position of several individual components as well as the presence and cor-
rectness of the type mark. This communication was also very easy to handle using
the above procedure.

Obviously, the procedure is easily scalable – in principle – but as always in life,
there is no free lunch. Of course, the separate positioning and execution for each
individual hybrid takes time. For each hybrid, three high-resolution images are
captured. Together with switching the LED illumination, this takes ∼0.7 s. Then
the camera has to be moved from one position to the next: fortunately, these are
only about 20 mm apart. Since even the tiniest movement by the most simple
axis requires an acceleration and a braking phase, there is clearly a limit on the
achievable cycle time.

On the current system, there is ample time for this procedure. If the timeframe
tightens, there are two measures that can immediately be taken to keep the cycle
time:

• Immediately after acquiring the images, the vision system could set a hand-
shake signal on the PROFIBUS, indicating to the control system that the cam-
era can be moved to the next position. So the control system does not have
to wait for the actual evaluation result to move the camera. Of course, it does
have to wait for the evaluation to be finished before giving the next start signal.

• Assume that one row of circuits has been processed from left to right; then it
is of course faster to move the camera merely to the next row and start the row
from right to left than to move the camera the entire way back to the beginning
of the line. Thanks to the transmission of the position number to the vision
system, it can nevertheless assign and visualize its results correctly.

10.11.3.4 Equipment
The system uses a high-resolution CCD camera and an appropriate frame grab-
ber. For the three images, the system switches between an infrared diffuse light
below the foil and an infrared directed light above the foil and a red directed light
above the foil. The light beneath the foil gives a good backlit image of the cir-
cuit in question and parts of its neighbors, so distances between a circuit and its
neighbors can be measured with high accuracy. The directed lights above the foil
enhance different features to be checked on the circuits.

The system was implemented using a configurable vision software package
running under Windows 2000 on an 19′ ′ IPC. The rather product-specific
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requirements on the management of results (i.e., visualizing and transmitting
the separate feature results for the individual circuits) made some custom
programming necessary; the control system interface itself, however, is a
standardized protocol on top of PROFIBUS DP that allows for the transmission
of configurable data structures in addition to the usual control signals.

10.11.3.5 Algorithms
The system has to check distances between each circuit and its neighbors. With
a single circuit in the center of the image and just the borders of its neighbors
visible (for maximum resolution), these distances necessarily reach far into the
border areas of the image and thus into the areas of maximum lens distortion.
An algorithm for calibrating the measured lengths according to the distance from
the center proved to be helpful for reaching gauge capability here.

Also, subpixel edge detection techniques and corresponding distance and angle
measuring algorithms played an important role. For the distinction between the
type characters, template matching is used. Template matching is usually better
at finding things than at distinguishing between them, but with only two clearly
distinct characters this is no problem at all.

10.11.4 Pin-Type Verification

By kind permission of Robert Bosch GmbH, Bamberg plant.

10.11.4.1 Task
The purpose of this application is to check the type of contact fed into the station
before actually attaching it to the product, in itself a fairly simple object recog-
nition problem. It is interesting because constraints imposed by the mechanical
setup of the machine prevented the optimal solution from being implemented,
so an indirect solution had to be found.

10.11.4.2 Solution
The contact pins are distinguished by the following main characteristics:

• length and width
• angle to the horizontal and bending points.

Figure 10.27 shows some of the different types of pins. Obviously, the width can
only be seen from top (or bottom), whereas the angle and bending points are best
determined in a side view. The length could be determined from both aspects.
Both images should ideally be taken in backlight. Unfortunately, the geometry of
the machine did not allow for such a lighting and capturing setup. A side view
could not be achieved at all, and for the top view a back light was not possible.

It was impossible, therefore, to measure all the distinguishing features directly.
An indirect method had to be found. Figure 10.28 shows its principle. The parts
are illuminated from top at such an angle that the flat surfaces reflect maximum
light into the camera, whereas the bend reflects the light in a completely different
direction. This makes it possible to deduce the position of the bends from the
position of dark areas interrupting the reflexion of the pins. Of course, in reality,
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Figure 10.27 Different types of pins.
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Figure 10.28 Basic lighting and camera
setup.

Figure 10.29 Different
types of pins under top
lighting.

the light and lens are much larger in relation to the pin than in the sketch, and
there is also diffuse reflexion on the pin so that the entire length of the pin will
appear bright to the camera.

In this way, it was possible to distinguish between all required types of pins.
Figure 10.29 shows some different types. The check then becomes relatively easy:
at certain type-dependent positions in the image, the presence of dark and light
areas is checked.
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10.11.4.3 Key Point: Self-Test
There are, of course, limits to this setup. It is very difficult, if not impossible,
to distinguish pins whose only difference is their angle to the horizontal. If the
bends are not in different places, this is practically not visible. More important,
however, is that changes to the position of the checked regions would lead to a
high proportion of false alarms and could, in principle, lead to different types
being confused – which is very unlikely with the existing types, but nevertheless
possible.

Therefore, the system was equipped with a “self-test capability.” This self-test
uses stored reference images of each type to check whether a test program per-
forms as expected after a change to the program. To this end, all the images are
loaded into the test program one by one – instead of camera images – and the
result is determined and compared to the expected result for the image. Only for
images of the correct type should the program yield OK, but for all other images
it is “not OK.” Thus it can easily be seen whether a particular change led to the
program accepting the wrong type or rejecting the correct type.

10.11.4.4 Equipment
The system uses a standard CCD matrix camera and a 50 mm lens to capture
the image. The camera is connected to a high-precision frame grabber in a
custom-built fanless 24 V IPC with a PROFIBUS board for control system
communication and an Ethernet connection for remote maintenance.

As for the software, a configurable Windows-based image processing system
was used running under Windows 2000 Professional. Interfacing to the control
system was done with a configurable protocol on top of PROFIBUS DP. The pro-
tocol would allow at any time enhancing the system not only to evaluate the type
of the pins internally but also to transmit actual measurement values to the con-
trol system.

10.11.4.5 Algorithms
Because of the excellent contrast of the illuminated parts of the pins, the system
can rely mostly on thresholding for segmentation to check the required bright
and dark areas of the pins. For measuring the width and distance of the pins,
additional edge detection algorithms are used.

Note that this application is not a measuring application by nature but a type
verification with considerable distances between the nominal measurements of
the different types of pins. Therefore, the system has not been designed for gauge
capability requirements.

10.11.5 Robot Guidance

By kind permission of Robert Bosch GmbH.

10.11.5.1 Task
The goal of this application is position recognition with the added requirement of
transmitting this position so that a robot can take the component and automati-
cally join it with its counterpart.
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The part in question is a plastic lid that is glued onto a metal casing. The robot
has to take the lid from the feeder, gripping it at the correct points, turn and move
it into the required end position, and press it onto the glue-covered casing to fix
it securely and precisely into place.

10.11.5.2 Solution
To this end, the original position of the part coming from the feeder must be
recognized with sufficient accuracy so that the robot gripper can take hold of it
and can turn and move it precisely into the required end position. The feeder
places the lid on an LED backlight, as shown in Figure 10.30, where it is captured
by a high-resolution camera mounted at a fixed position inside the manufacturing
cell (which means that we have a fixed camera coordinate system as well as a fixed
robot coordinate system).

Using a geometrical matching algorithm, the position and orientation of the lid
can be accurately determined. The frame of reference for these coordinates is of
course the camera coordinate system. Subsequently, a coordinate transformation
into the robot coordinate system is carried out. The transformed coordinates are
then transmitted to the robot control system.

A geometrical matching algorithm – in contrast to a gray-level template match-
ing method – correlates the position of geometrical features (such as corners,
straight edges, curves, etc.) found in the image with those in the matching model.
It can thus achieve a high degree of accuracy and can also be made independent
of orientation and scaling of the part in the image.

10.11.5.3 Key Point: Calibration
A calibration is required to enable the system to transform between the two
coordinate systems. Because of the geometrical and optical characteristics of the
system, no image rectification is needed to achieve the required accuracy. There-
fore, a three-point calibration is sufficient.

Calibration is requested by the operator through the control system. The
operator has to insert a calibration part, which in this case is a part similar to
the actual production part but made with particularly high accuracy and – for

Figure 10.30 Plastic lid on LED
backlight.
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durability – of a metal. This part is then presented to the vision system in three
different positions, involving a rotation of the part (which should therefore not
be symmetrical). In each position, a handshaking takes place (i.e., the robot
control system transmits a message to the vision system that it has reached
the position), and the vision system captures the image of the part and in turn
transmits a message to the robot control system to indicate that it has captured
the image and the part can be moved again.

The robot coordinates of this procedure are predetermined and are transmit-
ted to the vision system. The vision system compares the coordinates of the part
in the three images with the robot coordinates and determines and stores the
transformation parameters.

The coordinates thus determined refer to the tool center point of the robot,
because that is what the predetermined coordinates refer to. Suppose we had dif-
ferent types of lids with different sizes so that the tool center point is at a different
distance from the border of the parts. In that case, the robot control system needs
a corrective offset in order to place all types at the correct position. This correc-
tive factor could have been set to a fixed value in the robot control program but
it is incorporated into the vision system programs for two reasons:

• Changing the calibration of the vision system may affect the correction
factors.

• The vision system will need different matching models for the different lids
since their geometrical features will be different; it is thus quite natural to
place the correction factors together with the different models. The robot can
then – in principle for simple movements, but it may not be practical in all
circumstances – use the same program for all types.

The correction factors are determined by a similar procedure as the calibration.
Instead of a calibration part, however, a part of the pertaining type is used to
determine the correction factor.

10.11.5.4 Key Point: Communication
Finally, a word on communication in this application. There are three compo-
nents talking to each other in this setup:

1) The station control system, which is the overall master. It controls the feeder
as well as all the glue dispensers, the safety equipment, and so on.

2) The robot control system, which is slave to the station control system but is in
itself the master for the vision system.

3) The vision system as slave to the robot control system.

Figure 10.31 shows the relationship between the three components. The vision
system receives its start commands, handshake signals, and other information
(like type numbers and calibration coordinates) from the robot control system
and sends its handshake responses and results to the robot control system. This
entire communication is carried out over Ethernet in the TCP/IP protocol. The
robot control system in turn is controlled also via Ethernet from the station con-
trol system.
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Figure 10.31 Communication partners in robot vision application.

10.11.5.5 Equipment
The system uses a high-resolution (1392 × 1040) camera on an appropriate frame
grabber in a 24 V industrial PC. A large LED area backlight is used to render the
contours of the lid for the positioning algorithm.

10.11.5.6 Algorithms
The most prominent algorithm here is geometrical pattern matching, which
enables the system to find the different part types reliably and accurately. Also
important is the three-point calibration and the offset adjustment algorithm for
processing the different types of lids.

Another key factor is the close interaction between vision system and robot
control carried out through the TCP/IP-based protocol.

10.11.6 Type and Result Data Management

By kind permission of Robert Bosch GmbH, Bamberg plant.

10.11.6.1 Task
Modern spark plugs are specifically optimized for particular gasoline engines.
Therefore, a practically endless variety of different spark plug types is produced
nowadays, potentially more than 1000 in a single plant. Figure 10.32 shows a few
of them. Accordingly, there is a large number of features to check. Some of these
checks are quite basic, and others are extremely difficult, but that is not our main
concern here. The data management for such a number of variants is a challenge
in itself.

Figure 10.32 Various types
of spark plugs.
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10.11.6.2 Solution
It is clearly not possible to have a completely separate check routine for every
single type. Assume that all these routines have some common procedure and
parameters. Now, someone develops an optimization of these parameters. Imag-
ine the work and cost required to upgrade all the check routines, and the neces-
sary configuration management!

Fortunately, spark plugs are made from several basic building blocks which in
themselves occur in several variants but not as many as with the overall spark
plug. Its variants are to a large extent created by assembling different varieties of
the basic components; so, clearly, the way to go is by using separate subroutines
for these basic components and reconfigure those according to the type currently
manufactured.

10.11.6.3 Key Point: Type Data
The problem of variety concerns parameters as well as nominal values and result
data. Obviously, when there are spark plugs with different dimensions that have
to be checked, there will be different nominal values and tolerances for those
dimensions. At the same time, however, basic parameters of an algorithm may
depend on this dimension. Take, for example, a high-precision edge detection
as the basis for a geometrical check. This edge detection needs to take place in
the correct location for the given type of spark plug. Thus, the region of interest,
search direction, as well as parameters of the edge model may change with the
type of spark plug being checked.

To meet these requirements, the software has been designed using subroutines
corresponding to the various checks on the individual building blocks of the spark
plugs. Each of these subroutines has been implemented in a generic way so that
its detailed behavior is actually controlled by parameters set externally.

The parameters, on the other hand, are managed in a type database, which con-
tains data describing the type of product currently manufactured and inspected.
Inspection parameters thus become part of the characteristics of the part type
being produced.

Here, type data is centrally managed on a supervisory level server. From this
server, the type data relevant for the type currently produced is handed down to
the inspection stations. During initialization or changeover, the inspection pro-
grams read the type data and adjust their parameters for the type to be inspected.
This scheme would also naturally allow for central optimization of the parameters
of various inspection stations doing the same type of inspection.

10.11.6.4 Key Point: Result Data
Another interesting point in this inspection system is also related to the manage-
ment of data, in this case result data. For each inspected workpiece, a considerable
amount of results is produced. What we are typically used to is the situation where
the vision system itself draws the conclusion as to whether the part is good or
not and submits its decision to the control system. This decision has been bro-
ken down here to the level of individual inspection features. For some features,
the actual value is transmitted, but for most, a good/faulty decision of the vision
system – but referring only to this feature, not the overall part – is made.
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The reason for this is that different things may be done with the part subse-
quently. For example, there may be defects on a part that can be remedied by
rework; or a particular fault occurs with a higher than normal frequency so that
the production management may deem it appropriate to investigate this type of
fault by sending workpieces exhibiting that fault to parts analysis. What parts
to send for rework and parts analysis and what parts to actually scrap is a ques-
tion of the manufacturing strategy and therefore not necessarily appropriate to
be decided by a machine vision system.

It is, of course, always a question of overall production organization and strat-
egy as to how to distribute responsibilities between various systems. In this case,
the decision about how to handle these “borderline parts” was placed in the hands
of the control system, for several reasons; one is that this is the tool the line per-
sonnel are most familiar with. Also, the actions required to steer the parts to the
appropriate places are carried out by the control system anyway. Most impor-
tantly, however, because it was perceived as the appropriate way to assign the
responsibility, the vision system delivers results, that is, data, like any other mea-
suring system; the control system controls the handling of the parts and what is
to be done with them.

10.11.6.5 Equipment
There are various image processing systems for this product. All use high-
performance industrial PCs to meet the cycle-time requirements. The different
algorithms run inside a shell program providing communication to the PLC
via PROFIBUS, loading of type data provided by the PLC via Ethernet, and
visualizing and providing statistics for the operator.

PROFIBUS communication is used for control signals (Start, Ready, etc.) as
well as for communicating result data as described above in a configurable pro-
tocol, enabling the transmission of practically arbitrary data structures through
the PROFIBUS process image.

10.11.7 Dimensional Check for Process Control

By kind permission of Robert Bosch GmbH, Bamberg plant.

10.11.7.1 Task
This application is a shape and dimension check as far as the image processing is
concerned. However, the point that concerns us here is the use that is made of
the measured dimensions, not the method of obtaining these measurements in a
gauge-capable manner in the first place. Although some of the measurements are
used to evaluate the correctness of the part, the main application of these values
lies in controlling the production process.

The part in question is a spark plug, and the dimension concerned is the shear-
ing point, that is the height where the ground electrode (on the side of the spark
plug) has to be sheared off prior to bending it over the middle electrode. The cor-
rect geometrical arrangement of the middle electrode and ground electrode is
critical for the performance of the spark plug and hence for the quality of the com-
bustion process and therefore fuel consumption and pollution immission levels
of the engine. Since inevitable part tolerances will cause the middle electrode to
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have slightly different heights, the shearing point must be determined for every
spark plug individually to compensate for these tolerances and achieve a stable
distance between the two electrodes.

10.11.7.2 Solution
Figure 10.33 shows the backlit image of the top of a spark plug with the ground
electrode not yet sheared off and bent.

The ideal height where the ground electrode is to be sheared off is a type param-
eter. The practical height depends, among other things, on the exact shape and
dimensions of the middle electrode, which will of course be subject to small vari-
ations as in every production process. Therefore, the exact position, height, sur-
face slope, and other geometric characteristics of the middle electrode have to
be determined with great accuracy. Although the basic structure of the check
appears simple – some sizes and angles are to be measured and some additional
geometrical features to be computed – reaching the required accuracy is not
trivial. Excellent image properties, a good mechanical setup, and sophisticated
algorithms to handle the possible effects on the edges of the electrodes have to
work together to achieve that result.

The result is then transmitted to the control system using a data exchange pro-
tocol on top of PROFIBUS DP. There it is used to control the shearing process.
Here we have then a combined control and inspection application as well as an
example of a control application that does not have a monitoring structure (cf.
Section 10.2.3).

10.11.7.3 Equipment
The system uses a high-resolution (1376 × 1024 pixel) camera on a high-accuracy
frame grabber. Telecentric lenses together with telecentric illumination are used
to achieve maximum accuracy and quality for capturing the edges. On the
computer side, high-performance industrial PCs are used to meet the cycle-time
requirements.

The software uses standard image processing algorithms as well as highly prod-
uct specific algorithms; they are combined in an architecture that allows recon-
figuration of the algorithms depending on the current type data.

Figure 10.33 Backlit top of
spark plug for
determination of shearing
point.
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10.11.7.4 Algorithms
Important algorithms in this application are high-precision edge-detection
together with Hough-based line-fitting to precisely determine the height of the
center electrode, angles of the center electrode surfaces, and distance to the
ground electrode.

You may ask what happens with these distances if the spark plug is rotated
slightly around its central axis: this does, of course, affect the measurements and
is compensated by a product-specific algorithm.

10.11.8 Ceramic Surface Check

By kind permission of Robert Bosch GmbH, Bamberg plant.

10.11.8.1 Task
This application is a qualitative surface inspection. The part in question is a
ceramic isolator with a circular cross-section. The entire surface has to be
checked for various possible defects such as cracks and holes at the head and
edges, pollution, and so forth.

10.11.8.2 Solution
The typical solution for checking the surface of a cylindrical part is to use a
line-scan camera and to rotate the part in front of the camera. Together with the
movement of the part, the property of a line-scan camera to capture one single
line of the image at a time creates an image where the entire surface is unrolled
into a flat, rectangular area. Figure 10.34 shows such a surface with a clearly
visible crack.

As usual, the evaluation is not quite as straightforward as it may appear at first
glance. The image already shows some of the potential problems: there are the
vertical stripes that are due to the shape of the isolator body and have to be dis-
tinguished from actual defects. There is also some harmless discoloration to be
seen, which in turn has to be distinguished from actual pollution.

It is difficult to say anything in general about how to handle such issues. Too
different and too individual are the visual appearances of surface defects on dif-
ferent parts. For example, holes in this type of material show themselves as a

Figure 10.34 Ceramic
isolator surface with crack.
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characteristic dark-and-light combination because part of the hole will reflect
the light whereas another part will be in the shadow. Thus, knowledge about the
part, the possible defects, the material, the illumination, and the way light and
material interact is necessary to find suitable algorithms,which will nevertheless
need to be fine-tuned using a large number of samples.

Here, for example, a shading correction based on an average of the images of
several good parts is used to lessen the influence of the part’s shape (in the form
of the vertical stripes and other systematic effects). Also, segmentation thresh-
olds are recursively adapted to changes in the average brightness that can occur
because of minute difference in the angle between the light source and the part
surface in order to avoid breaking objects apart by such effects.

10.11.8.3 Equipment
The system was implemented using a 1024 pixel line-scan camera and a cold-light
source with a fiber-optic linelight. LED lights are beginning to enter the area of
line-scan camera applications, but cold-light sources are still widely used there
because of their high light density. The main problem of line-scan cameras is that
the exposure time is typically a lot shorter – since they work line by line – than
for the entire image of a matrix camera, therefore requiring more light.

The hardware basis of the application is a multiprocessor system on VMEbus
basis, connected to the PLC via digital I/O.

10.12 Constraints and Conditions

The previous sections have given some information on various kinds of machine
vision applications you may encounter in practice, different types of systems, and
aspects of their integration into the automation technology environment.

The next chapter will focus on the question of how to proceed when designing
a machine vision system, from requirements to realization, so we need not go
into this in too much detail. Nevertheless, this section will explore, given the
background from this chapter, some aspects of approaching machine vision
applications.

An idea of how various constraints and conditions influence the operation of a
machine vision system is important for determining the technology to be used.
Having a clear view of the task in question, the environment in which it is to be
carried out, the requirements and constraints under which it is to be performed
is the first step of a strategy to design a machine vision system.

There are various constraints that are of importance for making a system
decision. Obvious constraints are speed, resolution, and cost. Equally important,
however, may be the technical and organizational structure of the production,
the personnel, as well as the technical environment.

10.12.1 Inspection Task Requirements

The actual requirements on the inspection to be performed are obviously the
starting point for designing a vision system. There are many requirements that
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can be systematically checked, and several check lists have been designed for that
purpose. Typical requirements are, for example, resolution, type spectrum, cycle
time or speed of motion; all these can be quantified or categorized.

In an ideal world, this would describe the problem completely and there would
be sufficient samples – from actual production, of course, not pre-series parts
from model making – to test the entire range of variation the parts’ appearance
may have. Alas, this is not an ideal world, and so we frequently have to deal with
small sets of samples that are not at all representative of series production on one
hand, and incomplete and sometimes indescribable requirements on the other.

Often, machine vision systems are installed to eliminate human visual inspec-
tion. Frequently, these human inspectors work using a “defect catalog,” contain-
ing examples of what constitutes a good part and what constitutes a bad part.
They do not typically use many numerical or objective criteria. Sometimes, the
possible defects may not even be known, at least not completely. This is frequently
the case with surface inspection tasks. Often, it is quite well known what a good
surface looks like, but no one knows all the defects that could possibly occur.

Even considering the remarkable progress made in the area of pattern recog-
nition in recent years, at present such methods still require significant training
effort as well as computational power beyond the capacity of typical industrial
applications in order to approach human capabilities even in small application
segments. We will come back to this in Section 10.12.4.

So the task of finding out what the system actually has to do is not as trivial as it
may seem at first. After the obvious quantitative requirements mentioned above
have been covered, it will be necessary to keep close contact with the customer,
mechanical designers, and all other people involved to make sure that you really
are building the system that is required.

It is important to get some understanding of the manufacturing process that
produces the part to be inspected. This will give you a better idea of what defects
there can be – or should not be – and also perhaps of better indirect ways to
check a feature that is not immediately obvious. The process engineer – the one
responsible for the manufacturing process whose outcome has to be checked – is
a very important contact for the vision engineer. He usually knows much more
about the part and the possible problems than there will ever be on paper.

10.12.2 Circumstantial Requirements

Even when all the direct requirements are known, when it is clear how lighting
and optics have to be set up to render the salient features visible, and when the
algorithms have been found that can solve the task, there is still considerable free-
dom of design.

It may be equally feasible, technically, to implement the solution in an intelli-
gent camera- or a PC-based system. You may have a choice between using a dis-
tributed system of less powerful networked units, or a single powerful machine.
What factors affect such design decisions if the fundamental feasibility does not?

An area we will not cover here are legal requirements. Of course, a vision sys-
tem, like any other part of a machine, underlies various legal requirements, ruling
all kinds of things, but this is no different from other areas of machine building.
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10.12.2.1 Cost
Cost is a very obvious factor, but it is not always obvious what has to be taken
into account. Cost is more than the money required to buy the system. It has to
be installed and integrated, and that may cost more with a less flexible low-cost
unit than with a – at first glance more expensive – PC-based system. This, of
course, depends very much on the overall way of building machines and integrat-
ing subsystems.

But neither the task nor expenses are finished after buying the system and get-
ting it up and running. It will in many cases be necessary to optimize the system
after initial start of operation, for example, because the actual range of appear-
ance of the series parts becomes clear only after the systems starts operation.
A system that can store and re-evaluate error images is clearly superior in this
respect than one that cannot. The cost factor of an efficient way of reducing false
alarm rates should not be underestimated. A lower rate of false alarms can easily
achieve amortization of a higher system price within half a year.

Another important cost factor are spare parts. Using many different systems
requires managing and holding a corresponding number of spare parts. There-
fore, using a particular system just once because of its price will most certainly
not pay off in the long run. Although possibly more expensive at first glance, a
standard system that has the flexibility to be used frequently in many applica-
tions will probably win out in the end. In every company, such considerations
depend, of course, on internal calculation conditions and therefore cannot be
generalized.

These are but a few examples which show that the price of purchase is not the
only measure of the cost of a system. Ease of use, hard though it is to measure,
reliability, flexibility, extensibility, and standardization to reduce training as well
as spare parts cost – in short, the total cost of ownership – will in the long run
prove more important.

10.12.2.2 Automation Environment
Not every system can be integrated with the same ease into every environment,
and every machine builder typically has his particular style of building work sta-
tions. Here are just a few examples, as we have covered the various interfaces
between machine vision systems and their environment already in some depth.

On the geometrical side, for example, when switch cabinets are commonly
used, which do not accommodate 19in. PCs, then it may be difficult to find space
for such a system and it will cause extra costs. On the other hand, intelligent cam-
eras are typically larger than normal cameras, so if space is at a premium inside
the station, only systems with normal cameras – or intelligent cameras with a
separate sensor head – can be used.

On the information side, if, for example, PROFIBUS is the communication
medium of choice in the facilities, then systems with other interfaces will cause
additional cost for converters. Control system programmers are used to adapting
their systems to proprietary protocols of device manufacturers since flexibility is
typically higher on the control system side; if, however, the communication pro-
tocol of the device is not powerful enough to transmit the desired information,
then a compromise in functionality may be necessary.
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In the same vein, the automation style of a machine builder may require mas-
ter – slave behavior from a vision system (as an “inferior” device with respect to
the control system), and not every vision system may be equally well suited for
that. For example, some vision systems initiate communication by themselves
at – from the control system’s point of view – arbitrary moments in time: when-
ever they have a result available, they send it out. This can lead to considerable
effort on the PLC side to handle the communication.

We could go on like this for a while, but the general idea should be clear: the
physical as well as informational interfaces of the system, which we already have
covered in some detail previously, must fit the automation environment. Depend-
ing on whether the vision system is mostly compiled from off-the-shelf compo-
nents or programmed from scratch, this is either a requirement on component
selection or on system development or both.

10.12.2.3 Organizational Environment
The environment that the organization provides for the vision system to work
in covers a wide range of topics, reaching from the type of production to the
departmental and personnel structure of the company.

Some questions that can arise in this area are the following:

• What is the type of production? We have covered that in some detail in
Sections 10.2.2 and 10.8.

• What is the product spectrum of the company? Are there few similar prod-
ucts or very different ones? Are product life cycles long or do products change
frequently? This question is most interesting when a decision about a standard-
ized machine vision system, applied throughout the company, has to be made,
because it indicates, for example, whether there is a focus on rapid reconfigu-
ration capabilities or not. A system integrator building machine vision systems
for other companies will have to ask similar questions about his customer base.

• How are the production and maintenance personnel organized? What are their
tasks? For example, it makes a big difference whether there is a technical func-
tion or maintenance group that will take care of the vision systems, or whether
this is part of the responsibilities of the direct production personnel, who will
have much less time to devote to these tasks.

• What are the skills of the personnel working with the system? This refers to
the people responsible for tuning and troubleshooting the system as well as to
those who solely operate it – or even less, in whose production area the system
is operating. Design of visualization, message texts, available parameters, and
how to set them, all can be affected by the question who are the people working
with the system and what is their way to work.
It can be an extremely enlightening experience for a machine vision program-
mer to work in production for some time, for example, putting into opera-
tion one of his own systems and answering questions of production personnel.
This may lead to completely new ways of looking at software features and user
interfaces.

• For a large organization, a question may be how much optimization and main-
tenance work is to be done by people onsite and how much by a centralized
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vision specialist group. For an independent builder of machine vision systems,
the question is similar from the technical point of view, but the economical
aspect may be quite different: how much service work is to be provided by the
system builder, to what extent can (or should) the customer be enabled to do
this work him/herself.
This is less a technical question than one of business model, but it has technical
consequences. If the provider of the system (be it an independent company
or an internal vision specialist group) also provides service and optimization
work, his employees will have either to travel a lot or powerful means of remote
maintenance and setup will be necessary – or both.

We could prolong this list more or less indefinitely. The main point is that a
technically feasible – even excellent – solution may be impractical under the con-
ditions at a particular manufacturing location.

10.12.3 Refinements

In addition to all the advances in image processing algorithms, machine learning,
camera and computer technology, and so on, there are important aspects in sys-
tem design and integration where we will hopefully see significant improvements
in the not-so-far future.

This includes the following:

• Condition monitoring as the capability of a system to monitor and report
important indicators of its state. These can be values that are a normal
part of the evaluation process, or they can be specifically determined. For
example, a system may check particular image areas for their brightness to get
information about the health of the illumination, it can check edge contrast
as an indicator of focus, or it can also report the temperature of its CPU by
accessing the corresponding operating system interfaces.

• Self-adjustment is the capability of a system to react to changes in its envi-
ronment or its own state to maintain its level of operation. For example, a
system may discover a brightness reduction of the illumination through con-
dition monitoring and – within certain limits – compensate by boosting the
power supply; or it may detect that surface reflectance in the current batch of
work pieces deviates from the expected average and change lighting or pro-
cessing parameters as a reaction. All this works, of course, only within certain
limits, which have to be carefully defined.

• Self-retooling as the capability of a system to change its operation according to
the type of workpiece or task. For example, the first step in an inspection may
be reading of a DMC on the part containing type information. According to
this type information, the system may load the appropriate parameter set. This
corresponds to the Industry 4.0/Industrial Internet of Things idea of the part
itself controlling the way it is processed or manufactured to facilitate variant
management.

• Robustness and regression tests as methods to determine, on one hand, the
capability of the system to achieve stable results under changing conditions,
for example, for changes in part reflectance, illumination brightness, camera
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focus, part scale (when working distances vary), and so on, and, on the other
hand, the reaction of the system to parameter changes. This is the classic
regression test in software development: does the system still solve all its
prescribed tasks correctly after a change; in this case, typically does it yield
the same results for the same reference images?

These advances can be partly found in current systems. Comprehensive and
widespread implementation will not be easy, and standardization even harder.
But they will do a lot for the user experience of machine vision systems and for
the stability of their operation.

It is to be expected that the advancement of Industry 4.0/Industrial Internet
of Things with its goal of autonomous, intelligent subsystems, which configure
themselves for the current workpiece and allow for stable and efficient production
down to batch sizes of one, will be a huge driver of such enhancements and also
of their standardization at least in terms of information interfaces.

10.12.4 Limits and Prospects

Ten years ago, for the first edition of this book, I wrote at this point in essence
that we had seen many years of remarkable growth in machine vision and that
there was no sign of this trend ending soon. I talked about the increasing perfor-
mance of hardware and software, of improving cost–performance relationships,
of compact sensors moving into the domain of PC-based systems and PC appli-
cations, at the same time upscaling to more demanding applications that were
not technically or economically feasible earlier.

All these statements are still true, perhaps even more so than they were 10 years
ago. In fact, the advances in hardware and software during this time are noth-
ing short of astonishing. We have seen the rise of general-purpose computing
on graphics processing units (GPUs), as well as the incorporation of FPGAs into
frame grabbers. On one end of the size scale, multicore PC systems are a matter
of course today; on the other end, we have a class of new, formerly inconceivable
devices based on SoCs allowing for machine vision to be used virtually every-
where. These include object recognition as a focusing aid and augmented reality
in smart phone cameras, and visually guided robots scanning the world around
them with 3D vision technology – it is a bit like a science fiction movie having
come true around us.

But still there are limits to what the technology can do and what people will be
able or willing to do with the technology.

The technology is there to solve even complex, weakly specified tasks; face
recognition is a reality, and from there the leap to systems that can do what human
visual inspectors do, spot arbitrary deviations from the normal appearance of
a test piece, does not seem all too far. Keep in mind, though, that these feats
of recognition are computationally still enormously expensive. When Facebook
runs face recognition, they do so on large server clusters. So there is still quite
some way to go before we see this technology in everyday industrial applications.

Not to forget that face recognition is basically a single – if very complex – task
for which there is an overwhelming market. Our industrial tasks may not be quite
as complex, regarded in isolation, but they are quite diverse, and resources are
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much more limited. Therefore, the goal of a self-learning system on a level of
semantic understanding with a human is still far away.

It is thus still true, so probably somewhat less than it was 10 years ago, that
weakly specified, example-based, non-quantifiable tasks, especially tasks of
detecting “anything unusual,” remain a difficult topic.

And it is also still true that in many industrial applications, it is absolutely nec-
essary – due to legal requirements, customer procedure, product liability topics,
and so on – to be certain that a system delivers a reproducible result that can
be plausibly explained, preferably by quantifiable criteria. This is often difficult
with systems that try to achieve human-like cognitive abilities. So, we as vision
engineers still have the responsibility to design our systems carefully and putting
all the knowledge we have about the task at hand into the systems. The tools we
have available, however, have matured a lot and grown immensely in power and
performance, allowing us to tackle tasks we did not even need to think about 10
years ago.

This also holds for the “integration” topics. We have more powerful communi-
cation interfaces now, and we have new ways of interacting with the user, making
their tasks much easier – just take a look at the various means of teaching collabo-
rative robots by easy-to-use software wizards or even guiding them by hand – we
have a whole bunch of new, powerful technology on our hands to help further
the use of machine vision.

Naturally, user expectations grow in lock-step with technological possibilities.
Smart-phone-like multitouch user interfaces will soon be a matter of course,
putting new demands on system developers, requiring them to learn new skills.
So the life of the system designer is not necessarily made easier by all this new
technology – although probably more interesting.

As a final point, I would like to mention the impact of the Industry 4.0/Indus-
trial Internet of Things topic: not because of the hype surrounding it, but because
of the reality it partly already is and the possibilities it will grow into. IIoT revolves
around information; information about products, and information about
machine conditions, and machine vision systems are one of the great information
providers in a production system. There is a great deal of as-yet-unused infor-
mation in machine vision systems and even more information additional – or
appropriately adapted – vision systems can deliver. Therefore, IIoT will become
another driver of the growth of machine vision. On the other hand, it will make
high demands on vision systems, their interoperability, their communication
abilities, their flexibility, and their ease of use. This development is just beginning.

Ten years ago, I summed up the future development of industrial machine
vision in the four points below, and it seems, I actually do not need to change
them. It looks like all these drivers will continue to shape machine vision in the
years to come.

• Solid growth, increasing coverage in low-cost areas as well as in demanding
applications;

• Development of new fields of use in addition to the traditional quality control;
• Continuing improvement of technology as well as usability;
• Increasing integration into automation technology.
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Of course, we are starting at a much higher level now, in every respect: sheer num-
ber of installations, performance, capabilities, complexity, integration, usability,
and thus we will, naturally, be aiming at an even higher and more demanding
level.

We have come far in these 10 years, and machine vision looks set to stay a
dynamic, rapidly evolving, and growing field, which will certainly continue to
surprise us with its developments in the next 10 years.

And possibly the biggest surprise would be if the last statement I made in this
chapter 10 years ago were no longer true 10 years from now: that we are still wait-
ing for widespread, company-spanning standards outside the area of acquisition
interfaces.
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Appendix

Checklist for designing a machine vision system

General

Date
Company
Contact person
Department
City
Zip code
Street
Phone
E-mail

Task

Description of task and benefit

Size of the smallest feature to be detected
Required accuracy
100% Inspection Random control ___
Offline inspection In-line inspection
Retrofit New design

Handbook of Machine and Computer Vision: The Guide for Developers and Users,
Second Edition. Edited by Alexander Hornberg.
© 2017 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2017 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Parts

Description of parts

Discrete parts Endless material
Dimensions (min, max) to

to
to

Color Surface finish

Corrosion, adhesives
Changes due to handling

Number of part types
Difference of parts:
Batch production
Can production change be addressed

Part Presentation

Indexed positioning Time of nonmovement
Manual positioning Time of nonmovement
Continuous positioning Speed
Tolerances in positioning x

y
z
Rotation about x
Rotation about y
Rotation about z

Number of parts in view
Overlapping parts Touching parts

Time Requirements

Maximum processing time
Processing time is variable in tolerances
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Information Interfaces

Triggering manual automatic

What information has to be passed by the interfaces?

What interfaces are necessary?
Digital I/O
TCP/IP
Fieldbus
RS-232

Requirements for user interface

Miscellaneous

Installation space
x
y
z

Maximum distance between camera and PC
Ambient light
Protection class
Dirt or dust
Shock or vibration
Variations in temperature
Electromagnetic influences
Availability of power supply
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Index

a
aberrations 185, 277
absolute sum of normalized dot

products 669
absorbance 97, 98, 111
absorbing filter 124
absorption 97
acceptance test 49
accommodation 3, 5, 25
accumulator array 658, 660, 661
accuracy 596, 702, 718, 724, 725, 778,

782, 787
camera parameters 629–631
contour moments 560
edges 512, 597–602
gray value features 512
gray value moments 557–558, 560
hardware requirements 601–602
region moments 557–558
subpixel-precise threshold 512

achromatic axis 10
acquisition 371
action commands 361, 371, 372,

375–377
action potentials 16
active optical cables (AOC) 381
active pixel sensor 331
adaptation 12, 14, 17, 26

contrast 26
ligth/dark 26
motion 26
to optical aberrations 26
to scaling 26
tilt 26

adaptive lighting 118, 171

A/D conversion 357
additive mixed illumination colors 103
additive noise 272
additivity 253
adjustment 719, 720, 722, 723, 732

vs. calibration 732
affine transformation 532–533, 555,

644, 662, 668
afocal system 229
aging 88
Airy disk 244, 246
algebraic distance 608
algebraic error 608
aliasing 529–530, 537–538, 649

effect 267, 269
function 276
potential 276
ratio 276

alignment 532, 544, 545
Altera Cyclone V series 405
amacrine cells 17, 20
amplitude distribution in the image

plane 242
analog cameras 435
analog connectors 439
analog front end (AFE) 357, 358
analog image acquisition 437
analog processing 356
analog-to-digital converter (ADC)

329, 330, 336, 366, 388
analog video signal 436
analyzer 108
Ando filter 589
angel kappa 3
anisometry 554, 557, 559, 674

Handbook of Machine and Computer Vision: The Guide for Developers and Users,
Second Edition. Edited by Alexander Hornberg.
© 2017 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2017 by Wiley-VCH Verlag GmbH & Co. KGaA.
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anterior chamber 2
anti-reflective coating (AR) 126, 283
aperture 206

correction 354
stop 206, 514

a posteriori probability 677
application-package, see systems,

application-package 699
Application Programming Interface

(API) 475
applications

code recognition 701
completeness check 701, 702, 772,

774, 776
object recognition 701, 779
position recognition 701, 781
shape and dimensioncheck 702
surface inspection 702, 788
types 702

application-specific integrated circuits
(ASICs) 345, 402

a priori probability 677, 679
Aptina 337
area 552, 557–560

of interest 329, 348
MT 22
sensor 319, 614

artificial astigmatism 124
aspect ratio 744
astigmatism 5, 11, 600
attention 22, 23
Automated Imaging Association (AIA)

454
axial magnification ratio 200, 233
axons 3, 11, 16, 17, 19

b
backlight (ing) 44, 138, 174
back side illumination (BSI) 337, 338
band-limited system 269
bandpass filter (BP) 125
bandwidth 122, 395 see also signal,

bandwidth, 699
bar codes, see codes, bar codes 699
batch production, see production, batch

699
Bayer color encoding 485

Bayer Color Filter Array (CFA) 485
BAYER pattern 351, 359
Bayes decision rule 677
Bayes theorem 677
beam converging lens 193
beam diverging lens 193
Bessel function 244
bilateral telecentric systems 229
bilinear 359, 367
binary image 507, 549, 552, 561, 563,

567, 573
binning 338, 345, 347
binocular stereo reconstruction

631–643
bin-picking 767, 771
bipolar cells 16

OFF 13
ON 13

black light 107
blob analysis 60
blobs 22, 23
block diagram 350, 354
blooming 326
boundary 550, 556, 567–568

condition 239
bounding box 555, 560, 675
bright field 45

illumination 138
brightness 206

behavior 90
control 166
perception 74

b/w 338

c
C-Mount 318, 350
C-Mount lens 43
calcium 13
calibration 731, 748, 750, 782–784

vs. adjustment 732
geometric 600, 601, 613–632

accuracy of interior orientation
629–631

binocular stereo calibration 633
calibration target 622–623
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camera constant, see calibration,
geometric, principal distance
690

camera coordinate system
615–616, 618–620, 633

camera motion vector 618
distortion coefficient (division

model) 616–632, 636
distortion coefficients (polynomial

model) 616, 618, 632
exterior orientation 601, 623–626
focal length 614–615, 632
image coordinate system 618, 620
image plane coordinate system

616, 620
interior orientation 601, 623–626,

632
pixel size 618, 620, 632
principal distance 614–616, 620,

629–632
principal point 618, 620, 629–632
projection center 614, 632, 633,

635, 637
relative orientation 632, 633
world coordinate system

615–616, 620
radiometric 512–517, 600

calibration target 513
chart-based 513
chart-less 514–517
defining equation for chart-less

calibration 514
discretization of inverse response

function 514, 515
gamma responsefunction 513,

516
inverse response function 514
normalization of inverse response

function 515, 516
polynomial inverse response

function 516
response function 513, 514, 516
smoothness constraint 516

camera (s) 505–506
bus

analog cameras 435
analog connectors 439

analog image acquisition 437
analog video signal 436
bandwidth 459
cables 460
Camera Link 449
Camera Link HS 432, 451
Camera Link signals 450
CoaXPress 432, 452
differential signaling 441
digital video transmission 439
FireWire/IEEE 1394, 432
frame grabber 432
frame rate 460
G3 433
GenICam 433
Gigabit Ethernet for machine vision

455, 456
GigE Vision 432
IEEE 1394 (FireWire) (Legacy)

442
IEEE 1394 for machine vision 445
IIDC2 standard 434
interlaced video transfer 436
LCD inspection 462
line scan 441, 460
manufacturing inspection 461
parallel digital camera buses 439
parallel digital connectors 441
progressive scan video 437
reliability 460
resolution 459
RGB 438
security 463
S-Video 438
taps 440
timing signals 437
USB 452
USB for machine vision 454
USB3 Vision standards 432, 433

calibration
accident photography 313
additional object information 304
affinity and non-orthogonality

299
applications with simultaneous

calibration 309
architecture 313
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camera (s) (contd.)
camera model 295
camera system 292
car safety applications 312
central projection 295
coordinate systems 292
direct linear transformation 308
distortion and affinity 297
extended system calibration 307
exterior orientation 293
focal length and principal point

297
image information 302
image rectification 628–629
interior orientation 293
in the laboratory 302
optical system 293
plumb-line method 307
radial asymmetrical and tangential

distortion 299
radial symmetrical distortion 297
sensor flatness 301
sensor stability 294
signal processing and transfer 294
system calibration 293
tube measurement 311
variant camera parameters 299
verification 308
whitelight scanners 312
world coordinates from single

image 601, 626–628
world coordinates from stereo

reconstruction 631, 643
constant 182
exposuretime 514
electrical design 46, 58
fill factor 558, 598, 601
gamma response function 513, 516
gray value response 512–513

linear 512, 600, 601
nonlinear 512, 600

inverse response function 514
line scan 614, 618–622, 628
mechanical design 46, 58
model 32, 37, 39, 40
pinhole 614–618, 627–628
resolution 39

response function 513, 514, 516
sensor

aspect ratio 37, 39, 51
resolution 37, 38

telecentric 614–618, 626–627
Camera Link 345, 395, 432, 449, 716

connector 451
HS 432, 451
signals 450

candela 110
Canny filter 586, 591, 597

edge accuracy 597, 598
edge precision 597

cardinal elements 191
center of gravity 552–554, 557, 558,

560, 603, 605
center of perspective 182
center wavelength 83, 122
central disk 244, 248
central moments 553–554, 557, 560,

603
central projection 182, 219
chamfer-3–4 distance 574
changeover 720, 748, 750
channel capacity 11, 16
characteristic function 507, 557, 575
charge 328, 345

transfer 321
charge-coupled device (CCD) 317,

320–322, 324–328, 334, 336, 337,
339–342, 345, 348–351,
353–357, 359, 360, 369, 375, 391,
392, 394, 397

chessboard distance 574
chief ray 207
chroma 351
chromatic aberration 6, 10, 600

longitudinal 10
transverse 10

chrominance 351
circle fitting 607–608

outlier suppression 607
robust 607

circle of confusion 211, 214
permissible size 218

circular aperture 243
city-block distance 573, 574
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classification 674, 676–690
Bayes classifier 679–681
classification accuracy 688
classifier types 678
curse of dimensionality 679, 685
decision theory 676–678

Bayes decision rule 677
Bayes theorem 677

error rate 679
expectation maximization algorithm

681
features 674
Gaussian mixture model classifier

680–681, 689
generalized linear classifier 685
k nearest-neighbor classifier

679–680
linear classifier 681–682
neural network 681–685, 688–689

hyperbolic tangent activation
function 683

logistic activation function 683
multilayer perceptron training

682–685, 688–689
sigmoid activation function

683–684
single-layer perceptron 681–682
softmax activation function 684
threshold activation function 682,

683
universal approximator 683, 684

nonlinear classifier 682–689
polynomial classifier 685
a posteriori probability 677
a priori probability 677, 679
rejection 688–689
support vector machine 685–689

Gaussian radial basis function
kernel 687

homogeneous polynomial kernel
687

inhomogeneous polynomial kernel
687

kernel 687
margin 686
separating hyperplane 685–686
sigmoid kernel 687

universal approximator 687
test set 679
training set 678, 684
training speed 688

Closed Circuit TeleVision (CCTV)
317–319

closing 571, 577
cloudy day illumination 150
cluster 710
clutter 654, 657, 661, 668
CMOSIS 328, 335, 336
coaxial diffuse light 140
coaxial directed light 142
coaxial telecentric light 143
CoaXPress 432, 452
coded light 145
code recognition, see codes, recognition

699
codes

bar codes 701
DataMatrix 701, 708, 730, 731, 734
recognition 701

coherent light 85
cold light source 78
collision avoidance 771
color 338

alias 367
Burst 437
constancy 23, 25
contrast 23, 25
correction 368
difference 354
filter 130
information 367
interpolation 367
color perception 73
color space 371

ColorChecker 369
column parallel readout 330
coma 11, 600

horizontal 5
combined lighting technique 162
compact systems, see systems, compact

systems 699
Compact Vision System (CVS) 41, 423
compactness 556, 674
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complement 561–562
complementary color 101, 322, 351,

353
complementary

metal-oxide-semiconductor
(CMOS) 317, 320, 328, 329,
331, 332, 335–337, 339–342, 348,
351, 354, 355, 357, 359, 375, 382,
391, 392, 394

completeness check, see applications,
completeness check 699

complex cells 22
component labeling 549
computer bus

cost 471
ISA/EISA 463
machine vision applications 463
PCI/CompactPCI/PXI 464
PCI Express/CompactPCI

Express/PXI Express 467
PCI-X 466
prevalence and lifetime 471
throughput 469
throughput requirements application

473
throughput requirements

determination 471
timeline 464

condition monitoring 793
cone pedicle 16
cones 6, 12, 16, 24, 26, 27
configuration management 709, 710,

785
confocal frontlight 45
connected components 548–549, 672
connectivity 548–549, 562, 568, 573
constancy of luminance 113
Consultative Committee for

International Radio (CCIR)
338, 435

Consulting Team Machine Vision
(CTMV) 55

continuous production, see production,
continuous 699

contour 508–509
feature, see features, contour 690
length 556

segmentation 609–612, 655
lines 609–611
lines and circles 611–612
lines and ellipses 611–612

contour-based algorithms 34
contrast 44, 118

adaptation 11
enhancement 510–512
normalization 511–512

robust 511–512, 676
sensitivity function 17, 18
threshold 17

control, see evaluation, control 699
controlled lighting 167
control signals, see data, control signals

699
convex hull 555–556, 560
convexity 555–556
convolution 522–523, 528–529

integral 256
kernel 522
theorem 259, 267

coordinates
homogeneous 533, 534
inhomogeneous 533, 534
polar 538

cornea 1–3, 5
correct perspective viewing distance

213
correction data 365
Correlated Double Sampling (CDS)

334, 348, 349, 357, 359, 392
correlation 529, see also normalized

cross-correlation, 690
cos4-law 283
counters 372, 376
CPU load 367, 368, 379, 380, 396
crosstalk 269
CRT 322, 363
crystalline lens 1
CS-Mount 318
CS-Mount camera 43
cumulative histogram 511, 557
cutoff spatial frequency 6
cutoff wavelength 122
cuton wavelength 122
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cycle time, 34, see production, cycle
time 699, 737

Cyclic Redundancy Check (CRC) error
checking 454

d
dark current noise 391
darkfield illumination 139
dark field lighting 45, 152
dark noise 16, 364, 366
data

control signals 731, 736
images 733, 734
packets 378
rate, see signal, data rate 699
structures

images 505–506
regions 506–508
subpixel-precise contours

508–509
type data 733, 785, 786
valid signal 450

DataMatrix code, see codes, DataMatrix
699

daylight suppression filter 128
decision theory 676–678

Bayes decisionrule 677
Bayes theorem 677
a posteriori probability 677
a priori probability 677, 679

defocused image plane 248
delay time 167
deltaE 370
demosaicing 367, 368
depth-first search 549
depth of field 214, 215, 234
depth of field T 216
depth of focus, see focus, depth of 699
depth of focus T 216
Deriche filter 586–587, 591, 597

edge accuracy 597, 599
edge precision 597

derivative
directional 581
first 580, 583
gradient 581
Laplacian 582

partial 581, 582, 589, 591
second 580, 583

deterministic system 253
deviation from telecentricity 284
dichromatic 24
difference 561
differential signaling 441
diffraction 99, 235
diffraction integral 236, 237
diffraction-limited 3, 241

depth of focus 247
MTF 3

diffuse area lighting 141
diffuse bright field incident light 140
diffuse bright field transmitted lighting

155
diffuse dark field incident light 152
diffuse directed partial bright field

incident light 148
diffuse lights (ing) 45, 136
diffuse on axis light 140
diffuse transmitted dark field lighting

161
digital I/O, see interface, digital I/O

699
digital signal processor (DSP) 351, 404
Digital Video Interface (DVI) connector

413, 443
digital video transmission 439
dilation 562–565, 567–568, 576, 594
dimension check, see applications,

dimension check 699
DIN 1335, 204
DIN 19040, 202
diplopia 25
Dirac comb 266, 269
directed bright field incident light 142
directed bright field transmitted lighting

157
directed dark field incident light 152
directed light (ing) 45, 136
directed on axis light 142
directed reflection 93
directed transmission 97
directed transmitted dark field lighting

161
directional properties of the light 135
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direction of light 192
direct linear transformation

(DLT) 308
Direct Memory Access (DMA) 380,

396, 474, 478
discharging lamp 76, 78
discrete Fourier transform (DFT) 270,

529–532, see also discrete
Fourier transform, 690

disparity 25, 27, 638–639
dispersion 102
dispersion of light 184
distance

chamfer-3–4 574
chessboard 574
city-block 573, 574
Euclidean 574
transform 573–575, 655, 657

distortion 280, 600, 616–618, 620
barrel 616–618, 620
division model 616
pincushion 616–618, 620
polynomial model 616–618

distribution of illuminance 115
DL-Cutfilter 355
DNL 357
dorsal stream 22, 25
drift 78, 84, 88
driver software

acquisition mode 479
API 475
Bayer color encoding 485
display modes 488
image display 488
image representation on disk 482,

487
layers of 474
nondestructive overlays 490
palettes 489
performance 477
supported platforms 477
utility functions 478

duality
dilation–erosion 567, 576
hit-or-miss transform 569
opening–closing 571, 577

dynamic 336, 375, 387, 393

range 328, 393
thresholding 542–544, 577, 672

e
edge

amplitude 548, 581, 590
definition

1D 580–581
2D 581–582

gradient magnitude 548, 581, 590
gradient vector 581
Laplacian 582, 594–596
non-maximum suppression 580,

587, 591–592
polarity 581
spread function 278

edge extraction 579–602, 655
1D 583–589

Canny filter 586
Deriche filter 586–587
derivative 580, 583
gray value profile 584
non-maximum suppression 587
subpixel-accurate 588

2D 548, 589–596
Ando filter 589
Canny filter 591, 597
Deriche filter 591, 597
Frei filter 589
gradient 581
hysteresis thresholding 592–593
Lanser filter 591, 597
Laplacian 582, 594–596
non-maximum suppression

591–592
Prewitt filter 589
Sobel filter 589
subpixel-accurate 593–596

edge filter 586–587
Ando 589
Canny 586, 591, 597

edge accuracy 597, 598
edge precision 597

Deriche 586–587, 591, 597
edge accuracy 597, 599
edge precision 597

Frei 589
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Lanser 591, 597
edge accuracy 597
edge precision 597

optimal 586–587, 590–591
Prewitt 589
Sobel 589

edge spread function (ESF) 278
effective f-number 216
Eikonal equation 180
electromagnetic compatibilty (EMC)

80
electromagnetic wave 179
Electronic Industries Association (EIA)

RS-170 338, 435
electronic shutter 323
ellipse fitting 608–609

algebraic error 608
geometric error 609
outlier suppression 609
robust 609

ellipse parameters 553–555, 557, 559,
560, 603, 605, 608, 609

embedded image processing 713
embedded MultiMediaCard (eMMC)

407
embedded vision systems

better shock and vibration ratings and
testing 423

built-in hardware 423
closed loop control applications 424
definition 401
environment 425
fanless design and greater

temperature range specifications
423

flexibility in component selection
422

flexibility in system integration 422
full bus bandwidth 423
higher performance processing 421
I/O set 422
multi-camera applications 424
multi-camera connectivity 421
programming and configuration 425
SLC vs. MLC memory solid state

memory 423
emmetropia 3

EMVA1288 386–388, 394
enclosing circle 555, 560
enclosing rectangle 555, 560, 675
engineering framework 747
entocentric perspective 222
entrance pupil 198, 208
entrance window 209
epipolar image rectification 637–638
epipolar line 634
epipolar plane 634
epipolar standard geometry 636–637
epipole 634
erosion 565–568, 576
error of second order 159
error signal 61
errors of the first order 160
Ethernet, see interface, Ethernet 699
Euclidean distance 574
evaluation

control 705, 706, 781, 786, 787
inspection 704, 772, 774, 776, 787
monitoring 705
recognition 705
verification 704, 705, 772, 774, 776,

779
exit pupil 198, 208
exit window 209
exposure 115, 120, 318, 327, 329, 332,

335, 345, 359, 361, 371, 372, 374,
375, 383, 384, 387

time 120, 514
Extended Industry Standard

Architecture (EISA) bus 464
extensibility 710, 714, 791
exterior orientation 601, 615–616,

620, 623–626
world coordinate system 615–616,

620
extraneous light 175
ExViewHAD 325
eye lens 1
eye movement 10, 12, 27
eye protection 106

f
face-distortion aftereffect 26
face recognition 707, 794
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facet model 593
far cells 25
far point 214, 223
fast Fourier transform 530, see also

Fourier transform, 690
feature extraction 552–560
features

contour 552, 559–560
area 560
center of gravity 560
central moments 560
contour length 559
ellipse parameters 560
major axis 560
minor axis 560
moments 560
normalized moments 560
orientation 560
smallest enclosing circle 560
smallest enclosing rectangle 560

gray value 552, 556–559
𝛼-quantile 557
anisometry 557, 559
area, 557–559
center of gravity 557, 558
central moments 557
ellipse parameters 557, 559
major axis 557, 559
maximum 511, 556
mean 556
median 557
minimum 511, 556
minor axis 557, 559
moments 557–559
normalized moments 557
orientation 557
standard deviation 556
variance 556

region 552–556
anisometry 554, 674
area 552, 558
center of gravity 552–554, 558
central moments 553–554
compactness 556, 674
contour length 556
convexity 555–556
ellipse parameters 553–555

major axis 553–554
minor axis 553–554
moments 552–555
normalized moments 552–553
orientation 553–555
smallest enclosing circle 555
smallest enclosing rectangle 555,

675
Fermat’s principle 180
FFT, see fast Fourier transform 690
fields 322, 323, 345

angle, object side 202
buses, 411see interface, field bus 699
integration, 321–323
readout 351
stop 206

field-programmable gate array (FPGA)
354, 361, 365–367, 402, 405, 709,
714, 794

files, see interface, files 699
fill factor 321, 322, 334, 558, 598, 601
filter

anisotropic 524, 591
border treatment 520–521
combination 131
convolution 522–523, 528–529

kernel 522
definition 522
edge 586–587

Ando 589
Canny 586, 591, 597
Deriche 586–587, 591, 597
Frei 589
Lanser 591, 597
optimal 586–587, 590–591
Prewitt 589
Sobel 589

factor 123
Gaussian 524–526, 538, 542, 543,

586, 591, 649
frequency response 525, 529

isotropic 524, 525, 591
linear 522–523, 583
mask 522
maximum, see morphology, gray

value, dilation 690
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mean 519–522, 526, 538, 543, 584,
649

frequency response 523–524,
528, 650

median 526–527, 543
minimum, see morphology, gray

value, erosion 690
nonlinear 526–527, 576
rank 527, 576
recursive 522, 523, 525, 577
runtime complexity 521–522
separable 521, 523, 525
smoothing 517–527

optimal 524–525, 586, 591
spatial averaging 519–522
temporal averaging 518–519, 545

finite extension of ray pencils 205
FireWire, 361, 449, see interface,

FireWire 699
FireWire/IEEE 1394, 432
first Bessel function 18
first in–first out (FIFO) 362
fitting

circles 607–608
outlier suppression 607
robust 607

ellipses 608–609
algebraic error 608
geometric error 609
outlier suppression 609
robust 609

lines 603–606
outlier suppression 604–606
robust 604–606

fixation 717, 718, 722, 723
fixed pattern noise 334, 392
flash 322, 323, 327, 332, 335, 350

duration 80
lighting 84, 167
mode 167
repeating frequency 167
time 170

fluorescent lamp 81
fluorescent tubes 45
f -number 210, 514
focal length 42, 614–615, 632

image side 192

object side 192
focal point

image side 189
object side 189

focus depth of 718, 742
focusing plane 211, 214
Fourier transform 240, 523, 528–532

continuous 528–529
convolution 528–529
discrete 529–532

inverse 530
fast 530
frequency domain 528
Nyquist frequency 529
1D 528

inverse 528
real-valued 530
spatial domain 528
texture removal 530–532
2D 528

inverse 528
fovea 3, 10
FPGA counter 59
FPN 392
frame 4, 37

averaging 366
frame grabber 350

analog, line jitter 597
integration 321, 323, 324
memory 361
rates 336, 382
transfer 321
work, see engineering framework

699
FrameBurstStart 373
Fraunhofer approximation 240
Frei filter 589
frequency, 183, see signal, frequency

699
domain 528

Fresnel’s approximation 239
FTP, see interface, network 699
Full frame 321
Full well 336
fuzzy membership 557–559
fuzzy set 557–559
FX3 384
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g
G3 433
gage capability 718, 724
Gamma function 362
gamma response function 513, 516
gamut 351, 369, 370
ganglion cells 11, 17, 18, 20–22, 24, 27
gauge capability 724, 779
Gaussian filter 524–526, 538, 542, 543,

586, 591, 649
frequency response 525, 529

Gaussian optics 185, 235
GenAPI 378
generalized Hough transform 658–661

accumulatorarray 658, 660, 661
R-table 660

Generic Application Programming
Interface (GenApi) 434

Generic Control Protocol (GenCP)
434

Generic Transport Layer (GenTL) 434
GenICam, 354, 371, 378, 380, 384,

394–396 433, 457, 716
GenTL 378
geometrical optics 179, 180
geometrical path 180
geometric camera calibration 600,

601, 613–631, 632
binocular stereo calibration 633
calibration target 622–623
exterior orientation 601, 615–616,

620, 623–626
world coordinate system

615–616, 620
interior orientation 601, 614–618,

623–626, 632
accuracy 629–631
camera coordinate system

615–618, 633
camera motion vector 618
camera constant, see geometric

camera calibration, interior
distortion coefficient (division

model) 632, 636
distortion coefficients (polynomial

model) 632
focal length 632

pixel size 632
principal distance 632
projection center 614, 632, 633,

635, 637
orientation, principal distance 690

camera coordinate system 616,
620

distortion coefficient (division
model) 616–629, 631

distortion coefficients (polynomial
model) 616, 618

focal length 614, 615
image coordinate system 618–620
image plane coordinate system

616–620
pixel size 618–620
principal distance 614–629, 631
principal point 618–632

relative orientation 632, 633
base 633
base line 635

geometric error 609
geometric hashing 662–663
geometric matching 661–671
gesture recognition 766
Gigabit Ethernet for machine vision

456
Gigabit Ethernet (GigE Vision) 340,

341, 345, 354, 361, 363, 375,
377–380, 384, 385, 394–396, 432,
455, 716

GigE Vision Control Protocol (GVCP)
378, 456

GigE Vision device discovery 456
GigE Vision Stream Protocol (GVSP)

378, 379, 457
Global Machine Vision Interface

Standards 433
Global Reset Release Shutter 332
global shutter 332, 334
glutamate 13
grab acquisition 480
gradient 581, 754, 762

algorithm 119
amplitude 548, 581, 590
angle 581, 660
direction 581, 658, 660
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index lens 5
length 581
magnitude 548, 581, 590
morphological 577–578

graphics processing unit (GPU) 404
see also GPU, 699, 710, 794

grating acuity 8, 18
gray value 506

𝛼-quantile 557
camera response 512–513

linear 512, 600, 601
nonlinear 512, 600

difference 118
feature, see features, gray value 690
maximum 511, 556
mean 556
median 557
minimum 511, 556
normalization 511–512

robust 511–512, 676
1D histogram 511–512, 541–542

cumulative 511, 557
maximum 541–542
minimum 541–542
peak 541–542

profile 584
robust normalization 675
scaling 510
standard deviation 556
transformation 510–512, 556, 559
2D histogram 515
variance 556

GretagMacbeth 369
grey filter 129

h
H264 318
half-power points 122
half-width 82
halogen and xenon lamps 45
halogen lamp 77
handling, see production, part handling

699
handshaking, see interface, handshaking

699
hardware trigger 371
harmonic wave 258

Hausdorff distance 656–658
HD 343, 350
height map 754, 755, 757, 758, 760,

762, 765, 770, 771
Helmholtz equation 237
Hessian normal form 603
HF-ballast 81
High-Definition Multimedia Interface

(HDMI) connector 413
higher order aberrations 5
high dynamic range (HDR) 328, 331
high speed imaging 331
high-speed inspection 168
HiRose 350, 382
histogram 361

1D 511–512, 541–542, 557
cumulative 511, 557
maximum 541–542
minimum 541–542
peak 541–542

2D 515
hit-or-miss opening 570
hit-or-miss transform 568–569, 572
HMI, see human machine interface

699
hole accumulation diode 325
homocentric pencil 180, 185
homogeneity 253
homogeneous coordinates 533, 534
homogeneous lighting 151
horizon line 223
Horizontal Synchronization (Hsync)

pulse 437
HSL color space 500
Hsync signal 439
HTTP, see interface, network 699
Huber weight function 605
human machine interfaces 34, 735,

745–747, 749, 750
human perception 119
100-pin SCSI connector 443
hyper acuity 25
hyper centric perspective 226
hyper column 23
hyper focal depth, near limit 217
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hyper focal distance 217
hyper polarization 13, 14
hypothesize-and-test paradigm 661
hysteresis thresholding 592–593

i
ICP 756, 757, 768
ideal lens transformation 242
idealized impulse 253
IEEE 1394, see interface, IEEE 1394,

699
IEEE 1394 (FireWire) (Legacy) 442
IEEE 1394 for machine vision 445
IIDC 371, 378
IIDC Isochronous video packet 448
IIDC2 standard 434
IIoT 716, 730, 735, 793–795
illuminances 110, 111, 113, 169

at image sensor 114
choice of 44, 52, 58
component 67

imaging equations 195
general 198
Newtonian 197

imaging optics 134
images 505–506 see also data, images,

699
acquisition time 34
binary 507, 549, 552, 561, 563, 567,

573
bit depth 506
circle diameter 211, 256
complement 576
construction, graphical 195
domain, see region of interest 690
edges 37
enhancement 509–527
function 506–507
gray value 506

scaling 510
transformation 510–512

gray value normalization 511–512
robust 511–512, 676

label 507, 549
multichannel 506
noise, see noise 690
orientation 186

plane 632, 636, 637, 639
processing library 53, 385
pyramid 649–652, 670
quality 49, 277
real 187
rectification 535, 538, 628–629,

637–638, 673
representation on disk 482, 487
RGB 506
segmentation, see segmentation 690
sensors 409
side focal length 192
single-channel 506
space 191, 200
smoothing 517–527
spatial averaging 519–522
temporal averaging 518–519, 545
transformation 534–539, 544
virtual 187

impact acquire 370
impulse response 238, 241, 242
incandescent emission 76
incandescent lamp 77
incident light (ing) 138, 150, 174
incoherent imaging 243
incoherent light 137
incoherent transmission chain 267
incoming light 93
Industrial Internet of Things, see IIoT

699
industrial lighting 67
Industry 4.0, 716, 730, 735, 793–795
Industry Standard Architecture (ISA)

bus 463
information interfaces 56
information theoretical aspect 252
Infrared Light (IR) 70, 322, 325, 340,

341, 348, 355
cut filter 348, 355
suppression filter 128

inhomogeneous coordinates 533, 534
INL 357
inline tubing inspection 55
input 382
inspection, see evaluation, inspection

699
inspection protocol 56
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installation space 56
integration time 14, 17
intelligent camera, see systems, compact

systems 699
intensity distribution near focus 246
interface

comparison 396
digital I/O 728, 729, 732–734
Ethernet 727–729, 733–735, 737,

751, 783
field bus 728, 729, 733–735
files 736
hand shaking 737, 739, 783
multi threading 737, 738
network 734
real-time Ethernet 735
serial 733
USB 727–729, 734

interference filter 125
interfering lighting 46
interior orientation 614–626

accuracy 629–631
camera constant, see interior

orientation, camera constant
690

camera coordinate system 615–616,
618–620, 633

camera motion vector 618
distortion coefficient (division model)

616–631, 632, 636
distortion coefficients (polynomial

model) 616, 618, 632
focal length 614–615, 632
image plane coordinate system 616,

620
image plane system 618, 620
pixel size 618, 620, 632
principal distance 614–616, 620,

629–631, 632
principal point 618, 620, 629–632
projection center 614, 632, 633, 635,

637
interlaced 321–324, 345, 350, 351

scan 321, 322
transfer 321
video transfer 436

intermediate pupil 208

International System of Units 110
interpolation 359, 367, 380

bilinear 536–537, 550, 584
nearest-neighbor 535, 584

interrupt moderation 379
interrupt service routine (ISR) 478
intersection 561
invariant moments 555
IoT 709
irregular diffuse reflection 93
irregular diffuse transmission 97
ISO 361
ISO9001:2000 70
Isochronous 378
isoplanasie condition 256
isoplanatic region 256
Iterative Closest Point, see ICP 699
iteratively reweighted least-squares

605

j
jitter 318, 371, 375, 377
job-shop production, see production,

job-shop 699
Journaling Flash File System (JFFS /

JFFS2) 407
JPEG 318
jumbo packets 361, 379
junction 509

k
Keplerian telescope 230
kernel, see convolution, kernel and

support vectormachine, kernel
690

knee 328–331
koniocellular pathway 21, 24
kT/C noise 349

l
label image 507, 549
labeling 549
LabVIEW 475
LAG 379
Lambert radiator 116, 136
Lanser filter 591, 597

edge accuracy 597
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Lanser filter (contd.)
edge precision 597

Laplacian 582, 594–596
laser 76, 85
laser protection classes 85
latency 362, 367, 368, 371, 375, 377,

395
law of reflection 181
law of refraction 181, 183
LCD inspection 462
L cone 10, 24, 26
LED lights 45, 76, 82
lens

aperture stop 514
design 41, 52, 58
diameter 43
extension 43
f -number 514
magnification factor 618
quality 43
vignetting 513

lens aberrations
astigmatism 600
chromatic aberration 600
coma 600
distortion 600, 616–618, 620

barrel 616–618, 620
pincushion 616–618, 620

LGN, see lateral genicalate nucleus 17,
18, 21

LIDAR 760, 770
lifetime 77–80, 82, 84, 86, 357
light 70, 179

color 101
deflection 175
distribution 115
emitting diode 82
filter 121
guides 337
infrared 70
perception 73
propagation 71
ray 71, 179
shielding 721, 722
source 76

life-span 723
wavelength 723

ultraviolet 70
visible 70

light-slit method 147
lighting control 163
lighting systematic 135
lighting technique 131, 135
lighting with through-camera view

149
line

frequency 744, 745
fitting 603–606

outlier suppression 604–606
robust 604–606

Hessian normalform 603
line jitter 597
scan 320, 441
scan camera 39, 614, 618–622, 628
sensor 319, 614
spread function 264

linea camera model 212
linearity 357, 387, 388
linear system 253
line-scan processing 743
line spread function (LSF) 278
link aggregation grouping 379
Linux®kernel 407
local deformation 672
Lommel functions 244, 245
long-wavelength pass filter (LWP) 125
look-up table (LUT) 362–364, 497,

510, 514
low-pass filter 260
low-voltage differential signaling

(LVDS) 330, 384
luminance 110, 351

channel 21, 24
distribution 116
indicatrix 116
of the object 113

luminescence radiator 76
luminous efficiency 76
luminous intensity 110
LUT, see look-up table 690

m
M12 355, 382
machine learning 793
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machine vision 317, 324
acquisition architectures 431
hardware 134
software 134
system 31, 32
accuracy 34

color space conversion 499
designing desi 36
different part types types 33

image reconstruction 491
look-up table 497
memory handling 494

part presentation perf 33
parts 33

region of interest 499
shading correction 501

task and benefit 32
time performance 34

timing and triggering 492
magnification factor 618
magnification ratio 186
magnocellular pathway 21, 24
maintenance modus 48
major axis 553–554, 557, 559, 560,

603, 605
manufacturing tolerances 284
marginal ray 207
mass production, see production, mass

699
material flow 701
mathematical operator 253
maximum filter, see morphology, gray

value, dilation 690
maximum likelihood estimator 680
maximum transmission unit (MTU)

361, 375, 378
M cone 10, 24, 26
MDR connector 443
mean filter 519–522, 526, 538, 543,

584, 649
frequency response 523–524, 528,

650
mean squared edge distance 655–656
measurement accuracy 38
measuring error 159
median filter 526–527, 543
mesh 757

metal vapor lamp 78
Microlens 325
minimum filter, see morphology, gray

value, erosion 690
Minkowski addition 562–564, 567,

575–576
Minkowski subtraction 565, 567, 576
minor axis 553–554, 557, 559, 560, 603
mirror 175
miscellaneous points 41
missing codes 357
modulation transfer function (MTF) 6,

17, 281
semiconductor imaging device 265

Moiré pattern 7
moments 552–555, 557–559

invariant 555
monitoring, see evaluation, monitoring

699
monochromatic aberration 10
monochromatic light 82, 85, 101
monocular images 758, 762
morphological adaptation 10
morphology 560–578, 672

duality
dilation–erosion 567, 576
hit-or-miss transform 569
opening–closing 571, 577

gray value
closing 577
complement 576
dilation 576
erosion 576
gradient 577–578
Minkowski addition 575–576
Minkowski subtraction 576
opening 577
range 577–578

region 561–575
boundary 567–568
closing 571
complement 561–562
difference 561
dilation 562–565, 567–568, 594
distance transform 573–575, 655,

657
erosion 565–568
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morphology (contd.)
hit-or-miss opening 570
hit-or-miss transform 568–569,

572
intersection 561
Minkowski addition 562–564,

567
Minkowski subtraction 565, 567
opening 569–571
skeleton 571–573
translation 562
transposition 562
union 561

structuring element 562, 568, 575,
576

motional blurring 121, 169
motion blur 704, 739–742

computation 741, 742
motion sensitivity 3, 21
movements 720, 726, 739, 740, 751,

783
adjustment 720
changeover 720, 722
process 720

MPEG 318
multi-coated lens 126
multi-core 710, 713
multi-drop bus configuration 465
multi-tap 324
MultiMediaCard (MMC) 407
multithreading, see interface,

multithreading 699
mvPropView 329
MVTec’s Embedded HALCON 414
myopia 3

n
National Instruments Compact Vision

System (NI CVS) 52
National Television Systems Committee

(NTSC) 435
natural light 107
natural vignetting 114, 283
near cells 25
near limit 217
near point 214
negative principal points 198

neighborhood 548–549, 568, 573
neural network 681–685, 688–689

activation function
hyperbolictangent 683
logistic 683
sigmoid 683–684
softmax 684
threshold 682, 683

multilayer perceptron 682–685,
688–689

training 684–685
single-layer perceptron 681–682
universal approximator 683, 684

neutral density filter 125, 129
neutral filter 129
noise 330, 334–336, 338, 347–349,

357, 366, 386, 387, 391–393,
517–518

floor 393
suppression 518–527
variance 517, 519, 520, 525, 584, 597

nondestructive overlays 490
nonhomogeneous illumination scenes

47
non-maximum suppression 580, 587,

591–592
normal distribution 680
normalized cross-correlation 640,

646–648
normalized moments 552–553, 557,

560, 603, 605
null direction 20
numerical aperture 210

image side 229
Nyquist bandpass 272
Nyquist frequency 277, 281, 529
Nyquist limit 7
Nyquist sampling theorem 269

o
object

virtual 187
field angle 202
field stop 209
plane 138
recognition, see applications 699
side field angle 210
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side focal length 192
side telecentric perspective 226
side telecentric system 228
space 191, 200

object-side field angle 202
obliquity factor 238
occlusion 654, 657, 661, 668
OCR, see optical character recognition

690
ocular dominance column 23
OmniVision 337
ON and OFF channels 18
one-chip 359
1-D 319
one-dimensional representation 262
1/f noise 392
OneShot 375
on-the-go (OTG) interface 412
OPC Unified Architecture 735, 738 see

also OPC UA, 699
opening 569–571, 577
Open Source Automation Development

Lab (OSADL) 408
“Open Source Computer Vision”

(OpenCV) 416
operating system 41
optical axis 3, 185

eye 3
optical character recognition 512, 532,

533, 552, 672–690
character segmentation 672–673

touching characters 673
classification, see classification 690
features 674–676
image rectification 535, 538, 673

optical density 123
optical path difference 240
optical path length 123
optical transfer function (OTF) 260

multiplication rule 276
optic nerve 10–12, 27

head 3
optimum setup 45
orientation 553–555, 557, 560

exterior 601, 615–616, 620, 623–626
world coordinate system

615–616, 620

column 23
interior 601, 614–626, 632

accuracy 629–631
camera constant, see orientation,

interior, principal distance 690
camera coordinate system

615–616, 618–620, 633
camera motion vector 618
distortion coefficient (division

model) 616–631, 632, 636
distortion coefficients (polynomial

model) 616, 618, 632
focal length 614–615, 632
image plane coordinate system

616, 620
image plane system 618, 620
pixel size 618, 620, 632
principal distance 614–616, 620,

629–631, 632
principal point 618, 620, 629–632
projection center 614, 632, 633,

635, 637
relative 632, 633

base 633
base line 635

outlier 602, 604
outlier suppression 604–607, 609

Huberweight function 605
iteratively reweighted least-squares

605
random sample consensus 606
RANSAC 606
Tukey weight function 605

output 382
overtemperature 88

p
parallax 25
parallel capturing 742
parallel digital camera buses 439
parallel digital connectors 441
parallel lighting 137
parallel offset 124
parameter data, see data, parameters

699
paraxial region 185
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part handling, see production, part
handling 699

partial bright field illumination 139
parvocellular pathway 21, 24
pattern recognition 790
PC-based systems, see systems,

PC-based 699
PCI/CompactPCI/PXI 464
PCI Express/CompactPCI Express/PXI

Express 467
PCI-X 466
Peripheral Component Interconnect

(PCI) bus 464
permissible defocusing tolerance 247
permissible size for the circle of

confusion 218
perspective 219

transformation 533–534, 538, 672,
673

PFNC 378, 380
pharoid ray 207
phase-lock loop (PLL) 350
photogrammetry 291
photometric inverse square law 111
photometric quantity 110
photon 12, 14, 71

counter 23
noise 16, 19, 391
shot noise 366, 386
transfer 387, 388
receptor 1, 3, 6, 7, 11, 12, 23, 25, 26
response non uniformity 392

Photo Response Non Uniformity
(PRNU) 392

phototransduction 12, 26
photovoltaic effect 328
pick-and-place 766–767, 771
pinhole camera 181, 221, 614–618,

627–628
projectioncenter 614, 632, 633, 635,

637
pinning, cameras 718
pipelined global shutter 334
pixels 265, 267, 318–326, 328–332,

334–338, 345, 347, 349, 351, 357,
359, 363, 365–368, 371, 375, 378,
380, 384, 386, 391, 392, 505–506

clock signal 439
internal sensor 38
rate 40
resolution, calculation of 39
sensitivity function 265

plane wave 237
PLC cycle 737
PLS 335, 336
point cloud 754–757, 768
point spread extension 250
point spread function (PSF) 256
Poisson distribution 391
Poisson statistics 14
polar coordinates 538
polarization 107

effect of 44
filter 125, 130
phenomena 236

polarized light 107
circular 107
elliptical 107
linear 107
unpolarized 107

polarizer 107
polar transformation 538–539, 673
polygonal approximation 609–611

Ramer algorithm 610–611
pose 532, 615–616, 620, 644, 672, 702

recognition 766
position recognition, see applications,

position recognition 699
position variation 718
Power-over-Ethernet (PoE) 355, 375,

381, 382, 396
power supply 726, 727, 773

uninterruptible 727
precision 596, 724

edge angle 661
edges 596–597
hardwarer equirements 597

preferred direction 19, 20, 22, 27
Pregius 336, 382
presynaptic 13
Prewitt filter 589
primary colors 351, 359, 360, 367
principle of triangulation 146
principal plane 190
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image side 190
object side 190

principal point 618, 620, 629–632
principal ray 207
print inspection 544–548
prism 175
processing load 41
processing parameters 48
processing speed 56
processing time 119
production

batch 703
continuous 703, 704, 738, 740
continuous motion 737, 740
cycle time 739, 778
discrete motion 738, 745
discrete unit 703, 740
job-shop 704
mass 703, 704
part handling 739

programmable logic controller (PLC)
715, 730, 732–735, 737, 748–750,
786

progressive scan 321, 324, 344, 345
video 437

projection 159
center 182, 212, 213, 222, 614, 632,

633, 635, 637
projective transformation 182,

533–534, 538, 644, 672, 673
PropView 363, 370
pulse-duty-factor 84, 90
pulse mode 167
pupil 3, 10, 12, 27

function 243
magnification ratio 200, 211, 234

q
quantization noise 392

r
radial spatial frequency 264
radiant intensity 110
radii of curvature 192
radiometric camera calibration

512–517, 600
calibration target 513

chart-based 513
chart-less 514–517

defining equation 514
gamma response function 513, 516
inverse response function 514

discretization 514, 515
normalization 515, 516
polynomial 516
smoothness constraint 516

response function 513, 514, 516
radiometric quantity 110
Ramer algorithm 610–611
rank filter 527, 576
rapid-prototyping 711
RAW 367, 368, 380
RBG to YUV 370
real object 187
real-time 714

operating systems 408
receptive field 17–22, 27
recipes, see data, type data 699
reciprocity equation 196
recognition, see evaluation, recognition

699
reduced coordinates 244
reflectance 92, 98, 111
reflection 92, 179

directed 93
irregular diffuse 93
regular diffuse 93
law 92

refraction 100, 179
law 72

refractive index 183
region 506–508

as binary image 507, 549, 552, 561,
563, 567, 573

boundary 556, 567–568
characteristic function 507, 557, 575
complement 561–562
connected components 548–549,

672
convex hull 555–556
definition 506
difference 561
feature, see features, region 690
intersection 561
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region (contd.)
run-length representation 507–508,

549, 552, 561, 563, 573
translation 562
transposition 562
union 561

regions of interest (ROIs) 47, 506, 532,
534, 565, 575, 594, 645

registration 756, 772
regression testing 793
regular diffuse reflection 93
relative illumination 283
relative irradiance 283
relative orientation 632, 633

base 633
base line 635

remote maintenance 751, 793
removal of surface reflexes 108
repeatability, see precision 690
representation space 258
reproducibility 718, 722, 723
reserved signal 450
reset noise 392
resolution 319, 323, 324, 338, 343, 351,

354, 359
limit 281
resolution 336, 338–340, 342

result data, see data, results 699
retina 2, 3, 6, 11, 12, 19, 26, 27
reverse engineering 768
RGB cameras 438
RGB color space 500
rhodopsin 14
rigid transformation 615, 644, 653,

662, 672
ring acquisition 481
ring light 149
rivet image 54
RJ-45 Ethernet connector 455
robot 700

assistant 700
collaborative 795
navigation 770

rod photoreceptor 12
rods 6, 12, 14, 16, 18, 26
ROI, see region of interest 690

rolling (curtain) shutter 332
rotary encoders 372
rotation 533, 535, 555, 644, 653, 673
RS-170 video standard 437
RS-232 382, see also interface, serial,

699
RS-422 345, 441
RS-644 Low Voltage Differential

Signaling (LVDS) 441
R-table 660
run-length encoding 507–508, 549,

552, 561, 563, 573

s
sampling interval 6
sampling theorem 7
saturation 12, 26, 119, 335, 388, 391
scaling 533, 537–538, 555, 644, 654
scan camera 36
scan cycle 737
scattering 92
Scheduled Action Command 377
S cone 10, 24
secondary wavelet 235
Secure Digital (SD) 407
security, see systems, security 699
segmentation 540–552

connected components 548–549,
672

dynamic thresholding 542–544,
577, 672

hysteresis thresholding 592–593
subpixel-precise thresholding

550–552, 595
thresholding 540–542, 672

automatic threshold selection
541–542, 672

variation model 544–548
self-adjustment 793
self-retooling 793
sensitivity 338, 393
sensor 319, 339, 340, 342, 344, 369,

375, 382, 505–506
resolution 43, 52
size 43

sequencer 374
sequences 372
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acquisition 480
SG-pulse 345
shading correction 365
shading images 365
Shannon 7
shape-based matching 667–671
shape check, see applications, shape

check 699
shifting property 254
shift register 322, 324, 326, 345
shift theorem 275
short-wavelength pass filter 125
shutter 318, 321–323, 326, 331–337,

345, 349, 350, 371
efficiency 335
speed 742
time 120, 170

signal
bandwidth 727, 728, 750, 751
frequency 727, 728, 744, 745, 786

signal-to-noise ratio 357, 393, 586,
597, 661

similarity measure 644–649, 668–670
absolute sum of normalized dot

products 669
normalized cross-correlation 640,

646–648
sum of absolute gray value differences

640, 645–648
sum of absolute normalized dot

products 669
sum of normalized dot products 669
sum of squared gray value differences

640, 645–646
sum of unnormalized dot products

668–669
similarity transformation 644, 653, 662
simple cells 22
simultaneous location and mapping, see

SLAM 699
62-pin high-density DSUB connector

443
skeleton 571–573
skew 533
SLAM 770
slant 533
slope, see gradient 699

smallest enclosing circle 555, 560
smallest enclosing rectangle 555, 560,

675
smart cameras, 41, see systems, compact

systems 699
applications 403
block diagram 404
cross-compiling 414
definition 401
design parameters 403
field buses 411
FPGA processing 406
image sensors 409
ingress protection 417
Java and .NET 414
memory and storage 407
on-the-go interface 412
power dissipation 416
processors 404
real-time operating systems 408
scripting 413
third-party tools 416
timers and counters 413
updates 409
USB host interface 412
visual programming 415

Smear 326
smoothing filter 517–527

Gaussian 524–526, 538, 542, 543,
586, 591, 649

frequency response 525, 529
mean 519–522, 526, 538, 543, 584,

649
frequency response 523–524,

528, 650
median 526–527, 543
optimal 524–525, 586, 591
spatial averaging 519–522
temporal averaging 518–519, 545

SNR 336, 357, 366, 387, 393, 394
Sobel filter 589
SoC 709, 714, 794
software library software 47
software structure str 47
solid angle 111
solid state disk (SSD) 407
solid state material 83
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SONY HAD 325
SONY SuperHAD 325
space invariance 255
space variant nature of aliasing 274
spatial averaging 519–522
spatial depth 219
spatial domain 528
spatial frequencies 3, 6, 7, 11, 27, 240,

260
components 261

spatial resolution 38, 57
SPC, see statistical process control 699
speckle 137

pattern 85
spectral band 79
spectral opponency 21
spectral response 73, 123

Gaussian filter 525, 529
mean filter 523–524, 528, 650
sensor 505

spectral sensitivity 348, 351, 356, 360
spectral transmittance 283
spectrum 78
spectrum of light 71
spherical aberration 5
spherical wave 237
spikes 16, 17
spontaneous spike activity 17
spurious resolution 6
square pixels 38, 321
stabilization 78
Standard Feature Naming Convention

(SFNC) 371, 378, 434
standardization 708, 715, 716, 723,

730, 791
standardized viewing distance 219
standoff distance 42
static lighting 167
statistical process control 705
statistics engine 361
stereo geometry 632–639

corresponding points 633
disparity 638–639
epipolar line 634
epipolar standard geometry

636–637
epipolar plane 634

epipole 634
image rectification 637–638

stereo matching 639–643
robust 642–643

disparity consistency check 643
excluding weakly textured areas

642–643
similarity measure

normalized cross-correlation 640
sum of squared gray value

differences 640
subpixel-accurate 641–642
window size 642

stereopsis 25, 27
stereo reconstruction 631–643
stochastic process 517, 519

ergodic 520
stationary 517

streaking light 154
Strehl ratio 247
strongly translucent part 161
structured bright field incident light

145
structured lighting 137, 145, 728
structuring element 562, 568, 575, 576
subpixeling 38
subpixel-precise contour 508–509

convex hull 560
features, see features, contour 690

subpixel-precise thresholding
550–552, 595

sub-pixel region 265
SUB pulse 345
sub sampling 338
sum of absolute gray value differences

640, 645–648
sum of absolute normalized dot

products 669
sum of normalized dot products 669
sum of squared gray value differences

640, 645–646
sum of unnormalized dot products

668–669
superdiffuse ring lights and shadow-free

lighting 150
Super HAD 325
superposition integral 238
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support vector machine 685–689
kernel 687

Gaussian radial basis function
687

homogeneous polynomial 687
inhomogeneous polynomial 687
sigmoid 687

margin 686
separating hyperplane 685–686
universal approximator 687

surface inspection, see applications,
surface inspection 699

surface orientation 758
SVGA 338
S-Video 438
SVM, see support vector machine 690
SWP 125
synaptic plasticity 26
synchronization of flash lighting 170
sync pulse 349
system of lenses 202
System of Units (SI) 110
systems

application-package 711, 712
compact systems 709, 710, 714,

727–729, 733
library-based 711
PC-based 709–711, 751, 752
security 709, 711, 751
types of 706–715
vision controllers 710
vision sensors 708, 714, 729, 744

systems-on-chip, see SoC 699

t
tangential spatial frequency 264
taps 440
TCP/IP 35, 728, 729, 733–735, 751,

783, 784
telecentric bright field incident light

143
telecentric bright field transmitted

lighting 158
telecentric camera 614–618, 626–627
telecentric lighting 136, 159
telecentric objective 137
telecentric on axis light 143

telecentric path 44
telecentric perspective 228
telecentric system 219

object side 228
telescope magnification 231
television 317
temperature compensation 166
temperature radiator 76
template matching 544, 643–673

clutter 654, 657, 661, 668
erosion 567
generalized Hough transform

658–661
accumulator array 658, 660, 661
R-table 660

generalized Hough transform
accumulator array 658, 660

geometric hashing 662–663
geometric matching 661–671
Hausdorff distance 656–658
hierarchical search 651–652, 670
hit-or-miss transform 568
hypothesize-and-test paradigm 661
image pyramid 649–652, 670
linear illumination changes 646
matching geometric primitives

663–666
mean squared edge distance

655–656
nonlinear illumination changes 654,

661, 668–669
occlusion 654, 657, 661, 668
opening 569
robust 654–672
rotation 653–654
scaling 653–654
shape-based matching 667–671
similarity measure 644–649,

668–670
absolute sum of normalized dot

products 669
normalized cross-correlation 640,

646–648
sum of absolute gray value

differences 640, 645–648
sum of absolute normalized dot

products 669
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template matching (contd.)
sum of normalized dot products

669
sum of squared gray value

differences 640, 645–646
sum of unnormalized dot products

668, 669
stopping criterion 647–649

normalized cross-correlation 648
sum of absolute gray value

differences 647–648
sum of normalized dot products

670
subpixel-accurate 652–653,

670–671
translation 644–652

temporal averaging 518–519, 545
temporal control 167
test object 91, 134
texture, removal 530–532
TFT 363, 375
thermal noise 14
thicklens

of the lens 192
magnification factor 618

thin films 126
thin lens 193

model 42
1394a 395
1394b 395
3D data acquisition

active 757, 759–764
computer tomography 769
deflectometry 757, 761, 768–770
interferometry 757, 763, 764, 769,

770
laser triangulation 760, 765, 766,

768–771
passive 757–759
photometric stereo 753, 754, 757,

758, 762, 763, 765, 769, 770
shape from disparity 757, 759, 769
shape from focus 757, 758, 769
shape from shading 757, 758, 762,

769
shape from texture 757, 759
sheet of light 760

stereo 753, 757–759, 761, 766,
768–772

structured light 757–761, 768, 769,
771

structure from motion 759
time-of-flight 709, 757, 759, 760,

768, 770, 771
3D reconstruction 631–643
3D-Systems 753, 772
thresholded image 54
thresholding 540–542, 672

automatic threshold selection
541–542, 672

subpixel-precise 550–552, 595
tilt rule 188
timed 371
time-invariant system 255
time response 375
timers 372, 376
time stamp 361, 377
timing signals 437
tolerances 34, 47, 54
topography 147
total reflection 95
traceability 730–732, 736
transfer function 259

of the pixel 267
transformation

affine 532–533, 555, 644, 662, 668
geometric 532–539, 673
gray value 510–512
image 534–539, 544
local deformation 672
perspective 533–534, 538, 672, 673
polar 538–539, 673
projective 533–534, 538, 644, 672,

673
rigid 615, 644, 653, 662, 672
rotation 533, 535, 555, 644, 653, 673
scaling 533, 537–538, 555, 644, 654
similarity 644, 653, 662
skew 533
slant 533
translation 533, 555, 562, 644, 653

Transistor-Transistor Logic (TTL)
signaling 441

translation 533, 555, 562, 644, 653
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transmission 96, 98, 122, 123
chain 267
diffuse 97
directed 97
irregular diffuse 97
through the lens 114

transmittance 96, 111
transmitted lighting 138
transposition 562
triangulation 757–761, 769, 770
trichromatic 24
trigger 371, 703, 704, 707, 719, 720,

737, 741–743, 745
triggering pulse 167
trigger width 371
Tristimulus theory 359
Tukey weight function 605
12-pin Hirose connector 443
2-D 319
2.5D 754, 770
type data, see data, type data 699

u
UBS3 Vision 377
UDP 378
ultra-short light pulse 722
ultraviolet (UV) 70, 106, 348

blocking filter 127
light 106

uninterruptible power supply, see power
supply, uninterruptible 699

union 561
unit production, see production,

discrete unit 699
Universal Asynchronous

Receiver–Transmitter (UART)
450

Universal Serial Bus (USB) 345, 452,
see also interface, USB, 699

host interface 412
for machine vision 454

unpolarized light 107
UPS, see power supply, uninterruptible

699
USB 2.0, 395
USB 3 Vision standards 342, 345, 378,

380, 385, 394–396, 432, 433

USB 3.0, 345, 395, 396
User Datagram Protocol 378
user interface, see human machine

interface 699

v
variable height acquisition (VHA) 494
variance 387, 392
variation model 544–548
VD 350
veiling glare 283
velocity of light 180
ventral stream 22
verification, see evaluation, verification

699
Vertical Synchronization (Vsync) pulse

437
vertices 192
VHDCI connector 443
vibrations 739
Video Graphic Array (VGA) 338, 413

camera 52
video signal 267
vignetting 116, 513
visible light (VIS) 70, 101, 103
vision controllers, see systems, vision

controllers 699
vision sensors, see systems, vision

sensors 699
applications 419
component parts 420
definition 401
description 418
environmental considerations 421
programming and configuring 420

vision system design 399
visual cortex 12, 22, 23, 25
vitreous chamber 2
V (𝜆)-curve 73
Vsync signal 439

w
wave–particle dualism 71
wave equation 179
wavefront

aberration 247
plane 180
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wavefront (contd.)
spherical 180

waveguides 8
wavelength, 183, see light source,

wavelength 699
wave nature of light 235
wave number 237
web server, see interface, network 699
weight function

Huber 605
Tukey 605

WEN 350
white light 103

scanners 312
windows 209
wiring 729, 742
wood effect 106
working distance 123, 717, 718
world coordinates

from single image 601, 626–628

line scan camera 628
pinhole camera 627–628
telecentric camera 626–627

from stereo reconstruction 631–643
the world is grey 361

x
Xenon flash lamp 79, 80
Xilinx Zynq® 405
XML 378

y
Y’CbCr 371
Yet Another Flash File System (YAFFS)

407
YUV 370, 371

z
zero copy mechanism 380
zero-crossing 581, 582, 595
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