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Abstract 
 
The digital world is rapidly coming together as well as transforming a lot of our valued data onto digital 
forms. Its consequent dissemination eased via the advent of the Internet has also encountered many 
attacks due to predictable responses from many users – leading up to social engineering and exploits 
on trust-level of users. The use of deception is now playing a very prominent role in enhancing data 
security. Several approaches abound to discourage and redirect challenges (via the use of honeypot), 
and to detect such intrusive activities (via an intrusion detection systems). These have been 
successfully used to minimize security breaches. We explore a deep learning deception-based 
honeypot to minimize breaches by adversaries. Used on web servers, it is equipped with identification 
capabilities as the system learns and defends a user system against intrusive actions. Our confusion 
matrix shows model has sensitivity of 0.81, specificity 0.08, and prediction accuracy of 0.991 with an 
improvement rate of 0.39 for data that were not originally used to train. 
  . 
Keywords: Web Server, HoneyPot, Integratio, Injection Approach, Malware Intrusion Detection 
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1. INTRODUCTION 
 
The continued quest for technological advances in our society today – has continued to birth new 
threat to digital data processing (Said et al., 2023). The capability to safeguard data is now very critical, 
and has become am art. Network administrators must now be prepared to protect both the network 
system and data with extreme and diverse measures (Ojugo & Yoro, 2020a, 2021b, 2021a). An 
example is adoption of deception tools called honeypots (Broadhurst et al., 2018). Honeypots simply 
tricks an adversary into believing they have accessed the network – since, the only way a network 
administrator can block access is to is to check the history of users logs to ascertain who accessed 
the network and how the  resources were accessed (Cooper, 2015; Linh, 2018). Thus, honeypots use 
subterfuge means to lure an adversary or intruder – and keep them around the network long enough 
for their identity and other of their credentials to be extracted and revealed without them knowing. 
However, it is a resources that functions over a network with a with a false input data to mimic the 
illusion of real life data (Mahajan & Sharma, 2015).  



  

 
 
 
 
 
 

14  

 
Computing, Information Systems, Development Informatics & Allied Research Journal  

Vol. 15, No. 1,  2024 -  www.isteams.net/cisdijournal.net  
 

This is designed in a way that it behaves as the real host to attract and adversary.  It is expected to 
practically keep engaging the adversary long enough to be able to achieve the exploit the required 
information needed. It is expected to obtain and monitor all activities on the network and its operations 
– ensuring that any adversary using  a backdoor or Trojan horse malware is kept at bay (Harris, 2020). 
Thus, it stores the interaction between an adversary and the honeypot scheme – via analytic tools that 
seeks to investigate the reason or reasons for the breach or attack (Catrantzos, 2010; Chen et al., 
2022; Ojugo & Eboka, 2018b, 2020b). 
 
A honeypot is designed to fit within a firewall. It functions is to reverse-engineer the normal workings 
of a regular firewall so that as against controlling activities that enters into the network. This conrols 
the data traffic into the network, and goes further to restrict the feedback sent back from the network 
system (Allenotor et al., 2015; Allenotor & Ojugo, 2017). It lures an intruder, and serves a variety of 
purposes: (a) it allows an administrator to monitor an adversary as s(he) exploits the vulnerabilities of 
a network, (b) lets an administrator learn the network vulnerabilities and marks such for redesign, (c) 
reveals to an administrator full identity of any intruder via an extracted data from the activities on the 
network and (d) helps an administrator dissuade intruders from access to root directory (Ojugo et al., 
2014; Ojugo & Otakore, 2018b).  
 
Its study of an adversary’s activities helps the system developer to generate a more secured and 
possibly invulnerable network system in time. With data traffic anomaly detected, honeypot listens to 
all incoming traffic, monitors and study data traffic logs to observe anomalies and detect its source 
(Obruche et al., 2024). Honeypot simulates various resource (e.g. web/mail/app servers, database-
server, and firewalls).  
 
By design, it mimics a system an intruder will like to access. A good honeypot keeps an adversary 
engaged and unaware he/she is being tricked and/or monitored. Thus, honeypots are best installed 
inside firewalls so that they can be better controlled. There is lesser control when they are installed 
outside of firewall (Akazue, Asuai, et al., 2023; Ibor et al., 2023; Oladele et al., 2024; Yoro, Aghware, 
Akazue, et al., 2023). 
 
Deception, will always play a relatively implicit, prominent role as it is fundamentally different from 
conventional security modes (Ojugo & Oyemade, 2021) – because, it has been used to manipulate an 
adversary to act in ways that have proven more beneficial to a network administrator. It is inherent in 
measuring firewalls, gateways and intuition detection systems. Thus, used in conjunction with IDS and 
machine learning – yielded great results (Akazue, Debekeme, et al., 2023; Akazue & Omede, 2023). 
Honeypots have a great potentials as the they can detect new attackers before network database is 
compromised. 
 
Thus, study aims to: (a) deploy a deep learning framework to handle such a chaotic, dynamic and 
complex filtering, to ultimately enhance adequate classification, (b) design the new system to resolve 
conflicts in data en/de(coding) of data for hybrid technique adopted, and (c) resolve conflict in 
heuristics adopted by the various schemes at play in the proposed honeypot system as well as 
compensate for such hybridization 
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2. MATERIALS / METHODS 
 
2.1.   On Honeypot Architectures 
Odiakaose et al. (2023) investigated the gaps in honeypots implemented on a virtual machine (VM). 
Since VM are complex, they are vulnerable to exploits if misconfigured, and yield high risk of honeypots 
running on them. They explored internal-sensors running within a honeypot to record invoked system 
calls, their responses and data about which processes the calls. They, also used external-sensors to 
minimize errors of internal sensors – noting external-sensors can intercept data traffic of a honeypot 
to monitor internal sensors (Odiakaose et al., 2023) and agrees with (Kowalski et al., 2008; Matthew 
D. Waters, 2016). Akazue et al., (2023) focused on trade-off issues between system accuracy to 
reduce false positive and false positive error rates within the high level of interaction with the 
honeypots in anomaly intrusion detection scheme.  
 
Shadow honeypot was used so that incoming users request to the server will execute the shadow 
honeypots. This embedded honeypot monitors the behaviors of each request. If such request is 
confirmed to be malicious, all executed activities relation to such request will be returned back 
immediately. Al incoming requests are processed via an anomaly detection scheme. The confidential 
malicious requests are sent to the honeyport shadow, then the ones classified as genuine are directed 
to the production sever (Akazue, Yoro et al., 2023).  
 
Omede and Okpeki (2023) research work was on low/high  hybrid fused interaction honeypot to 
achieve low resources requirements to implement for the implantation of low interaction Honeyports 
and to imitate all responses  in high interactions. A proxy approach is used by the Honeyport to 
generate the virtual hosts and redirecting data traffic. Each virtual host emulates the full system in 
high-interaction honeypot via on-demand invoke calls of such virtual host minimize resource 
consumptions. High-interaction are invoked automatically only when traffic that requires such high-
interaction honeypots arrive at a host (Omede & Okpeki, 2023).  
 
2.2.  Honeypots in Malware Detection 
In Eboka et al., (2020)  research work, he proposed a honeypot that can effectively extract signatures 
for detecting polymorphic worms to achieve zero day detections. This mode of analysis is called the 
position aware distribution signature (PADS). It utilizes worms to monitor outgoing connections from 
an inbound to an outbound honeypot to easily identify worms. (Eboka & Ojugo, 2020). This agrees with 
(Muslikh et al., 2023; Okonta et al., 2013, 2014; Oyemade et al., 2016). Bako et al (2020) proposed 
a new mode to detect worms by monitoring the rate of their outgoing connections. This approach slows 
down the worm by regulating the rate of creation of a new outgoing connections that is based on a 
closed feedback loop control. The algorithm slowed down the spread of the malware approximately 
five times with sandbox to blacklist hosts and kill infected processes via multiple-feedbacks loops that 
intelligently queues connections, spreads of the worms which could be stopped with a significantly 
fewer number of hosts infected (Kabir Bako et al., 2019).. 
 
2.3.  Motivations / Statement of Problem 
The challenge in design, layout, modelling and implementing of honeypots within a firewall using the 
injection approach to allow for ease of integration into a malware detection system so as to ensure 
security, confidentiality, non-repudiation, availability, integrity and privacy, even in the knowledge that 
adversaries will frequently attempt to breach the network as well as evade detection which has made 
this study design possible.  
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Thus, the study is motivated (Chibuzo & Isiaka, 2020; Durojaye et al., 2015; Malasowe et al., 2023; 
Ojugo & Eboka, 2018a, 2021) as: 
 
1. Previous deployment and enhancement of security measures to ensure intruders or adversaries 

are identified cum kept at bay are error prone. Thus, the use of deception strengthen by the 
machine learning IDS scheme. 

2. The use and adoption of firewalls with its faulty packet filtering method can make evasion for 
adversary and more possible. Thus, honeypots was use to engage these adversaries long enough 
to trace-back to their source machine. 

3. The use of IDS schemes with its fusion with machine learning schemes – often finds machine 
learning schemes trapped at local minima. Also, it has been found to increase cost, while, also 
slowing down network speed due to its performance inefficiency and ineffectiveness. Thus, we 
adopt a machine learning scheme that will not get trapped at local minima; But, rather yield optimal 
solution with high false positives and true-negatives rates. 

4. The chaotic nature of signature-based and anomaly-based detection data makes the adaptation of 
adversaries quite flexible and robust. Thus, we use the deep machine learning approach cum 
framework design to help effectively identify and classify malware. 

 
Thus, study aims to: (a) deploy a deep learning framework to handle such a chaotic, dynamic and 
complex filtering, to ultimately enhance adequate classification, (b) design the new system to resolve 
conflicts in data en/de(coding) of data for hybrid technique adopted, and (c) resolve conflict in 
heuristics adopted by the various schemes at play in the proposed honeypot system as well as 
compensate for such hybridization 
 
2.4.  Experimental Testbed Setup 
We adopt Adishi et al. (2023) for setting up a honeypot specifically for detecting and studying SQL 
injection. It employs the non-production systems for web-servers to make the honeypot appears as 
real as possible. This mode allows adversaries access the network to the level of data manipulation. 
The system is monitored cum restricted via use of certain procedures such as addition of a proxy 
between the database and web-servers. This will help to stop any SQL commands from reaching the 
network database. This design called a honey-net will simulate to a real network. Consequently help 
forward all SQL injection attacks to the honeypot with any server. Specifically, if the honeypot is 
designed to protect the database, the database is then populated with real-like data called honey-
tokens (i.e. data that looks real enough and can be traced when it is accessed or used). The honey-
net with firewalls, gateways and IDS configuration will ensure the uneasy access to the designated 
server (Adishi et al., 2022). 
 
The system properly set-up will achieve: (a) the honeypot can easily identify the system vulnerabilities 
as an adversary tries to access the honey-net and used them, (b) the honey-net will gathered data that 
seeks to identify which methods was employed by the adversary to capture data, (c) the honey-net will 
seek alternatives to such attack with various purposes aimed to capture, delete or alter data in the 
server, (d) knowing that some adversaries access a network via malicious script on a user browser 
and/or via malware – the honey-net will monitor, redirect any user to other sites via designated URLs 
and/or detect user source IP, (e) for connection logs recorded, the honey-net will show which attack 
was done more frequently on the web application, (f) honey-net will seeks to unveil the source IP 
address of the adversaries as it employs trace-back to track the source and origin of the attacks, (g) 
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with the connection logs studied, it tells the net-administrator the pattern of attacks that were 
successful and those that failed, (h) the recorded data on the honeypot will also further show tools 
and techniques are employed by hackers (Ejeh et al., 2022; Ejim, 2017; Iskandarov, 2020; Ojugo & 
Ekurume, 2021b, 2021a). 
 
2.5. Proposed Experimental Phishing Detection Ensemble 
It is known fact that hybrid have proven to be better than single models. However, we must be able to 
resolve conflicts arising from data encoding as transcribed from one heuristic to another, and the 
conflict of structural dependencies imposed on the hybrid. Thus, we use a hybrid memetic model with 
3-blocks (Behboud, 2020; Ojugo & Nwankwo, 2021) as: (a) modular neural network, and (b) cultural 
genetic algorithm – as in figure 1 (Ojugo et al., 2013; Ojugo, Aghware, et al., 2015; Ojugo et al., 2021; 
Ojugo & Eboka, 2014, 2018c; Ojugo & Otakore, 2018a), and is further explained as thus: 
 

a. Cultural Genetic Algorithm (GA): Fundamentally, a GA block uses 4 operators (initialize, 
fitness function and select, mutation and crossover) to uncover probable solution(s). A 
gene is fit if its value is close to optimal. This is a variant of GA, the Cultural GA (CGA), 
this variant uses4 belief spaces to define its solution these are: (1 ) the normative 
belief, this defines the specific value ranges to which a gene is bound, (2) domain 
belief, this contains knowledge about the task being undertaken, (3) Temporal belief, 
this contains knowledge about the availability problmes space and (d) spatial belief, 
this contains knowledge about the topography  for the task . It also uses influence 
function to bridge the belief spaces and the gene pool to ensure any further 
modification of  genes  and still conform with the belief space(s). The CGA is expected 
to yield a result pool that does not violate its belief space and still assist in reducing 
the number of the potential gene generated by the GA until optimum is reached 
(Aghware et al., 2023b; Al-Qudah et al., 2020; Al-Turjman et al., 2019; Tomar & 
Manjhvar, 2015). 

b. Kohen Modular Network (MNN) is a feedback network. The number one layer accepts 
input and re sends unbound to its second layer, this uses the transfer function to offer 
competitive computation. The competitive layer the maps similarity patterns into 
relations. The competitive layer then maps similarity patterns into relations. Pattern 
relations noticed are used to determine the result after training. We modified the 
parameters and carefully created our deep learning Kohonen MNN through a deep 
architecture. Our deep learning is achieved by training the network component via 2-
stages namely the pre-trained, and fine-tuned processes as described in (Abakarim et 
al., 2018; Urbanowicz et al., 2018). 
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Figure 1. Genetic Algorithm Trained Modular Neural Network 
 
2.6.  Parameters/Features Tuning and Estimation 
The rule-based optimized dataset's data labels are used to identify a model's prediction ability. At the 
input layer of our deep learning Kohonen map, we use 10 neurons (a neuron for each feature). The 
output layer is made up of two neurons (a neuron for each possible class of normal and benign rules). 
The learning rate(s), epoch size, transfer function, and hidden layer structure, are among the 
parameters to be tuned.  
 
Thus, we used a 500-epoch Rectified Linear Unit Transfer Function (Ampatzidis et al., 2020). Mindful 
of our model’s mean convergence time and precision, optimal values were found with epoch 
configuration (of 100, 300, and 500 respectively) (Goldstein et al., 2018; Pantazi et al., 2016) to yield 
the least amount of error, and best-fit results. The trial-and-error method was used to determine the 
number of hidden layers (Liu & Campbell, 2017; Nahavandi et al., 2022). 
 
3. FINDINGS AND DISCUSSION. 
 
3.1 Performance Evaluation for the Honeypot 
Leveraging on (Aghware et al., 2023a; Wemembu et al., 2014) –  in other to successfully  deploy 
honeypot, the frame and setup architecture must be correct. While, there are no single rule on how to 
deploy, for efficiency – our 3-core elements of the honeypot to defines its architectural structure as 
thus: 
 
3.1.1. Data Capture 
Here, the proposed system tries to monitor all log activities within the honeypot. To ensure that 
effective data capture is done, the honeypot system uses several methods as no single layer can 
capture all the data required.  
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3.1.2. Data Control 
The purpose of this segment is to control and contain the activity of an adversary. It gives access and 
entry to an adversary unto the network. But it entraps them by redirecting their entry and access to 
other networks to wreak havoc. This is achievable by isolating the target systems in the honey net with 
a layer two bridge device. The key here is to control the data and the amount of it the adversary has 
access to. Thus, this component grants an adversary access unto the network; But, controls the 
adversary’s out-bound activities to wreak havoc on other networks by limiting these capability and 
permission.  
 
In this study, we achieve this via the embedded honey net (this grants entry but blocks all outbound 
connections at the bridge). A well designed and implemented honey net blocks all outbound 
connections, stops the adversaries from harming other systems, and its real value is in its ability to 
learn and track what an adversary does once access is granted or have been obtained. 
 
3.1.3. Performance of Memetic Algorithm 
To compute accuracy of the ensemble, the performance was evaluated using Equation  1– yielding 
figure 2a as the confusion matrix that is supported by figure 2b as thus: 
 

Accuracy =
TP + TN

TP + TN + FP + FN
      (1) 

 
 

   
 

Figure 2a. Confusion Matrix  
 
 

                 
             Figure 2b. Model Accuracy prediction 
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Figure 2b yields a performance of 99.1% classification accuracy with an improvement rate of 39% for 
the hybrid memetic modular neural network deep learning framework as in Table 1. And this agrees 
with (Barlaud et al., 2019; Ojugo, Eboka, et al., 2015b). 
 
4. RESULTS AND FINDINGS 
 
Simulation was carried out on testbeds using a single layered network of 1 to1 0 neurons, this yielded 
the highest f-score and least training loss time to results in the best number of layers. Adding a second 
and third hidden layer also yielded a good results with the highest number of neurons yielding the best 
scores. Table 4 shows the first layer configuration with 10 neurons and extra 2 neurons for optimal 
extra processing (Ojugo et al., 2013, 2021, 2023; Ojugo, Eboka, et al., 2015a). 
 
 The hidden layers of 9,11 neurons resulted in 1 99.1% f-score and 0.39  training loss value. The hybrid 
favours the use of a second hidden layer with greater value for f-score, which agrees with the findings. 
(Gao et al., 2021; Yuan & Wu, 2021; Zareapoor & Shamsolmoali, 2015) 
. 
Table 1. Training accuracy with 2-hidden layer configuration analysis 

Hidden Layer Precision Recall F1 Score Iteration Train Loss Epoch 

9, 1 0.91 0.92 0.83 29 0.393 500 

9, 2 0.93 0.92 0.85 24 0.392 500 

9, 3 0.91 0.92 0.90 25 0.483 500 

9, 4 0.90 0.87 0.89 25 1.185 500 

9, 5 0.58 0.92 0.91 18 1.482 500 

9, 6 0.92 0.92 0.86 19 1.699 500 

9, 7 0.59 0.92 0.89 22 0.318 500 

9, 8 0.85 0.93 0.90 14 1.484 500 

9, 9 0.94 0.92 0.91 19 1.659 500 

9, 10 0.91 0.92 0.92 18 1.371 500 

9, 11 0.92 0.94 0.99 14 0.390 500 

9, 12 0.93 0.93 0.94 16 1.280 500 

 
Table 2 result shows that from 57,345 instances of the record retrieved from the dataset with 23 
field(all of which has been preprocessed), 22 out of the 30 recorded data were correctly classified  as 
test data, where 52,560 cases are genuine and over 5,411 benign cases where in the first  class 
labelled 0. Ensemble correctly identified 5,210 cases  are benign true positive instance However, 8 
out of 30 cases were incorrectly classified as genuine transactions, and marked as false positive 
instance in the class labelled 1 (Ojugo et al., 2015, 2015; Ojugo & Eboka, 2020a; Ojugo & Otakore, 
2020a; Ojugo & Yoro, 2020b). Also, 276 cases were incorrectly identified as fraud  transactions and 
as false negative and 233 cases were correctly identified as malicious instances, these were marked 
as true-negative. 
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Table 2. Predicted values of selected data traffic transactions with hybrid 
Transaction  Duration Attack Confusion Matrix 
0.24069543 0.12 sec Yes TP 
0.92057455 0.13 secs Yes TP 
1.19477387 0.13 secs Yes TP 
0.54475628 0.21 secs Yes TP 
0.54754147 0.19 secs Yes TP 
1.49257306 0.20 secs Yes TP 
1.68077918 0.25 secs Yes TP 
1.46754675 0.30 secs No FN 
0.98409124 1.13 secs No FN 
1.58973958 1.09 secs No FN 
1.19001043 0.26 secs Yes TP 
0.73513175 1.16 secs No FN 
1.47307977 2.01 secs Yes TP 
1.91412663 0.93 secs Yes TP 
0.68066651 0.82 secs Yes TP 
0.78385333 0.45 secs Yes TP 
0.95404663 1.34 secs No FN 
0.76097431 0.98 secs Yes TP 
1.25818485 0.23 secs Yes TP 
1.34559804 0.43 secs Yes TP 
0.9708285 0.23 secs Yes TP 
1.42120613 1.49 secs No FN 
1.41576289 1.60 secs No FN 
1.25585408 0.21 secs Yes TP 
1.44015847 1.20 secs Yes TP 
1.20401244 2.01 secs No FN 
1.67491842 0.12 secs Yes TP 
1.61675307 0.31 secs Yes TP 
2.08888464 0.24 secs Yes TP 
1.95249323 2.76 secs No FN 

 
5. CONCLUSION 
 
Fifty six (56) rules were generated for the proposed model. Fitness were found within the ranges of 
[0.8,0865] and are estimated to be 80% good in classification in market clustering dataset. This goes 
further to imply that achieving a set of good rules is far better than single optimum rule. This is turn is 
better for such clustering dataset. Also, the fight against network intrusion will always require a 
concerted effort. Also, many detected filters, schemes and heuristics often profile network transaction 
request by adopting their parameter of interest to analyze the created profiles as well as carry out 
proactive decision. The performance is often time hindered by the misclassification of unidentified 
data point.  
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The much required ensemble should correctly and effectively group all packet profile request packets 
into various classes with zero-tolerance for errors. Our resulting confusion matrix shows that model 
was found to have a sensitivity value of 0.81, specificity 0.08, and prediction accuracy of 0.991 with 
an improvement rate of 0.39 for data that were not originally used to train the model. 
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