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Abstract: The digital revolution frontiers have rippled across society today – with various web content 

shared online for users as they seek to promote monetization and asset exchange, with clients con-

stantly seeking improved alternatives at lowered costs to meet their value demands. From item up-

grades to their replacement, businesses are poised with retention strategies to help curb the challenge 

of customer attrition. The birth of smartphones has proliferated feats such as mobility, ease of acces-

sibility, and portability – which, in turn, have continued to ease their rise in adoption, exposing user 

device vulnerability as they are quite susceptible to phishing. With users classified as more susceptible 

than others due to online presence and personality traits, studies have sought to reveal lures/cues as 

exploited by adversaries to enhance phishing success and classify web content as genuine and malicious. 

Our study explores the tree-based Random Forest to effectively identify phishing cues via sentiment 

analysis on phishing website datasets as scrapped from user accounts on social network sites. The 

dataset is scrapped via Python Google Scrapper and divided into train/test subsets to effectively clas-

sify contents as genuine or malicious with data balancing and feature selection techniques. With Ran-

dom Forest as the machine learning of choice, the result shows the ensemble yields a prediction accu-

racy of 97 percent with an F1-score of 98.19% that effectively correctly classified 2089 instances with 

85 incorrectly classified instances for the test-dataset. 

Keywords: Malicious contents; Phishing; Random Forest; Social engineering; Tree-based models.  

 

1. Introduction 

The Internet and the constant evolution in informatics – have become both the mainstay 
of and backbone of businesses today [1]. Its infrastructure connects businesses and helps 
them meet client needs [2]. With the Internet as an efficient means to disseminate and share 
data, many adversaries utilize it to proliferate malicious content [3]. Access to malicious con-
tent has since become a multi-billion-dollar challenge that plagues users daily [4]. Despite the 
plethora of continued studies that sought to improve detection via filtering and classification 
schemes, users continue to fall prey to scams [5]. This is attributed to websites being rippled 
with content that presents as insecure adverts or hides in third-party legitimate software [6], 
[7]. Various studies have begun investigating how various aspects seek to compromise data – 
even with many cyber measures in place [8]. One such concern is how the Internet is gradually 
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replacing normal social activities as users now engage with web content – as tools to com-
pensate for their loneliness and social seclusion [9], [10].  

The digital revolution seeks to integrate informatics and its enabling technologies into 
every facet of our society [11]. Thus, changing our mode of service delivery to clients in lieu 
of the value they get from the services rendered [12]. It is also a cultural change that requires 
businesses to challenge the status quo continually [13], experiment, and get comfortable with 
failure [14]. Thus, as more individuals connect via enabling support devices [15] – it also opens 
up many of such users to avenues of exploitation to be harnessed by adversaries via socially 
engineered attacks [16]. These attacks are an old paradigm that continues to grow, with no 
end in sight steadily. Its continued growth hinges on the human trust instincts and insatiable 
wants that an attacker exploits to steal the data of a compromised user [17]–[19]. Socially-
engineered attacks use technical subterfuge to defraud an unsuspecting victim of their data 
by posing as a trusted identity [20], [21]. Common methods employed by these adversaries 
(and not limited to) include phishing, pharming, spamming, vishing, etc. This gives an attacker 
an attractive entry point to compromise a victim's device and become a pivot point for attack 
spread [22]. With such attacks targeted at user-connected devices and with over 200 percent 
adoption of smartphones, users have become more vulnerable and compromised victims [23] 
alongside its range of complications to work and business-related issues caused by the expo-
sure of sensitive users to [24], [25]. 

Phishing often employs multiple means such as spoofed emails, weblink forgeries, phone 
calls, man-in-middle chat, covert redirect, etc – to convince a user to divulge confidential data 
or indulge in fraudulent transactions [26], [27]. Spear phishing is an effective, favored variant, 
which uses targeted mail with access links to cleverly persuade potential victims and redirect 
them to spoofed malicious web content containing malware that aims to compromise user 
data. Its variant (SMS-phishing) tricks a user into downloading the malware onto a user's 
device [28]. Phishing redirects user traffic to a fake site by either changing the host's file on a 
victim's device or exploiting the vulnerability in the domain name service server software. 
Thus, it allows an adversary to install malware on a user's device and redirect the user to a 
fraudulent site without their consent or knowledge [29], [30]. Phishing involves an attacker 
redirecting a user's access to malicious content shared from spoofed websites from a view-
point that such sites are legitimate and trustworthy sources. Typical phishing threat consists 
of 3-elements, namely: (a) the potential victim receives a lure message as originating from a 
legitimate source, and its reliability is strengthened by exploiting a user curiosity, fear, and 
empathy; (b) a hook is often a compromised link/attachment included in the message, and 
(c) the catch involves an attacker means to obtain a user's private data [30], [31].  

This may appear simple enough, but the technique(s) constantly evolves to reflect new 
social trends that use new methods to bypass security and evade detection. Its continued 
spread allowed attacks to vary in frequency and diversity, enhancing their likelihood of success 
[32]. Thus, phishing is often posited as a message from trusted entities to compromise a vic-
tim. Its characteristics include: (a) the message often makes unrealistic demands via various 
targeted intimidation of a user's psych [33], (b) there is always a catch, (c) there is often missing 
data with spelling errors and poor grammar, (d) there is often a mismatch in its URL (uniform 
resource locator) to redirect users to faked sites, and (e) messages often demands sensitive, 
confidential user data. Umarani et al. [34] used victimization features to characterize the web-
sites' design impact on both the content's structure and the probability that content will vic-
timize a user. They used 2-feats to help users identify malicious contents and eliminate aware-
ness gaps, namely: (a) the believability to identify cues [35], which increases the possibility a 
user will believe a message, and (b) the insidiousness to measure the potency in degradation 
lures [36] and its success rate while remaining undetectable to users. 

2. Preliminaries 

2.1. Machine Learning Approaches 

Ezpeleta et al. [37] investigated spam attacks with millions of malicious files sent daily 
via spam. They posited that for many users – it is about control rather than preventing and 
mitigating spam via filters and other schemes as technical measures. Also, the users' level of 
suspicion, emotional control [38], [39], and attack awareness must become a critical feat in 
either the success or failure of an attack – since emotion becomes personality behaviour and 
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traits that culminates as cues that drive the desire to help [40], to seek gain via exploitation, 
and to be liked. All these suggestions make some persons more susceptible to attacks [41], 
[42]; And such victims may fall repeatedly into a scam. 

The rise in phishing attack cases has raised concerns, making phishing detection a crucial 
and urgent task for businesses. Its adoption in cyber-fraud can be grouped into the following 
classes: (a) the outright theft of user personal details and information, (b) the theft of confi-
dential details via malware intrusive means, and (c) surreptitiously attainment during an online 
transaction without the compromised user's awareness [43]. The loss in cost associated with 
card fraud has since become staggering, with the payment card industry consequently incur-
ring losses in billions of dollars annually. Users and businesses must remain committed and 
vigilant towards improving phishing detection and prevention systems. Despite these efforts, 
adversaries continue to invent new techniques to circumvent these security measures and 
avoid detection, making it a constant battle [44], [45].  

To curb and minimize the effect of phishing attacks on web content, machine learning 
approaches have been successfully trained and adapted to effectively recognize phishing pat-
terns within web content as cues and lures. There they learn through features classification 
either from the normal behavior cum signature in transactions or the quick detection of un-
usual activity in the transaction pattern indicative of a fraudulent profile. Various machine 
learning (ML) schemes have been successfully used in the detection of phishing attacks, 
namely Logistic Regression [46], Deep Learning [47], [48], Bayes [49], SVM [50], Random 
Forest [51], and others that have been effectively used to detect phishing cases. Many of these 
have drawbacks with their feature selection and accuracy flexibility.  

The choice of our study with the adoption and adaption of the tree-based Random For-
est heuristics is due to its capability to greatly reduce model overfitting, resolve data encoding 
conflicts, easily accept schemes and approaches to resolving dataset imbalance. Its capability 
to yield a vigorous accuracy, and to also yield enhanced model prediction cum malicious con-
tent detection performance [52], [53]. 

2.2. Tree-based Heuristic(s) 

A common ML approach is the tree-based method, which descends from single decision 
trees. Adopting a tree structure, each tree generates a series of if-else rules used in the majority 
voting scheme, allowing it to predict observed classes [54]. In classification/regression tasks, 
each tree is a recursive top-down model in which a binary tree partitions a predictor space 

with variables grouped into subsets for which the distribution of dependent variable 𝑦 is suc-
cessively more homogeneous [55]. Each decision tree has the merit of being easily understood 
[56], But, its use alone often leads to model overfit in a prediction task as the model seeks to 
identify feats of interest during training. Thus, it degrades performance in classifying un-
known labels [57]. Tree-based models learn by constructing many individually trained decision 
trees [58]. They combine/aggregate their results into a single and stronger model whose out-
put outperforms the results of any single tree [59]. It achieves this via either bagging [60], [61], 
and boosting [62], [63] modes. 

In the case of boosting – the tree(s) converts weak learners (i.e., achieve accuracy just 
above random guess) onto a strong learners with enhanced predictive capacity by sequentially 
training each weak learner to correct the inherent weaknesses of its predecessor [64], [65]. 
Each tree yields feedback from previous weaker trees [66]. Popular boosting models include 
gradient boost [67], LogitBoost [68], stochastic gradient boost [69], and adaptive boost [70]. 
They can often be expressed via Equation (1) – which makes its prediction by combining the 
outcome of its weak learners with its weighted sum to yield a higher weight for incorrectly 

classified cases as in Equation – where Lt is the objective function, 𝑙(𝑌𝑖
𝑡 , 𝑌̂𝑖

𝑡) is the loss func-

tion, and (Ω𝑓𝑡) is its regularization term. 
 

𝐿𝑡 = ∑ 𝑙

𝑛

𝑖 = 1

(𝑌𝑖
𝑡,  𝑌̂𝑖

𝑡−1 + 𝑓𝑘(𝑥𝑖) ) +  Ω(𝑓𝑡) (1) 

Conversely, bagging grows successive trees independently from earlier trees – such that 
each tree is constructed using a bootstrap aggregation mode to sample the data using a ma-
jority vote during its prediction [71]. The Random Forest adds an extra layer of randomness 
to the bagging scheme, which changes how the trees are constructed. While standard decision 



Journal of Future Artificial Intelligence and Technologies 2024 (September), vol. 1, no. 2, Okpor, et al. 112 
 

 

trees have that each node is split using the best split among all predictor variables – the Ran-
dom Forests allows its nodes to be split using the best among a subset of predictors randomly 
chosen at that node [72]. Its recursive structure helps it to capture interaction effects between 
variables. In general, tree-based models have successfully proven to be better than other es-
tablished approaches across a variety of different tasks [73], ranging from traffic flow classi-
fication [74], customer churn prediction [75], and prediction of online purchase intention [76]. 
They have been known to be suited to reduce both bias and variance in single learning 
schemes. While individual models may get stuck in local minima [77], a weighted combination 
of several different local minima – produced by ensemble methods [78] can minimize the risk 
of choosing the wrong local minimum [79]. 

2.3. Study Motivation 

Inherent gaps from existing studies include [80]–[84]: 

1. Lack of Datasets: Finding the right-format dataset – is crucial to machine learning tasks. 
Access to high-quality datasets is needed in training and performance evaluation – as 
there is limited data, which often yields significant false positives [85]. 

2. Imbalanced Datasets: A critical challenge with dataset imbalances is that phishing cases 
are often unreported. Thus, large datasets show that phishing cases often lag behind in 
class distribution plots. Studies must explore intricate sampling techniques or harness 
the robust power of ensemble methods tailored explicitly to mitigate the challenges with 
imbalanced datasets [86]. 

3. Cross-Channel Acquisition: The continued rise in both volume, veracity, and value of 
data generated across multiple channels [87]–[89] by a variety of businesses and users 
has continued to ensure the use of big data analytics as data mining methodologies and 
heuristics must seek to glean meaning, insightful knowledge from such huge data. Thus, 
the new model must account for these changes and must integrate means to harness 
these data-points generation (i.e., from the various channel data) to enhance the overall 
accuracy and performance of the models; as such, cross-channel detection has now be-
come a critical area of research and business focus [90]. 
Thus, we construct known tree-based models using bagging and boosting capabilities 

with data balancing techniques on the dataset as retrieved from Kaggle. This aims at a com-
parative predictive analytic(s) and ascertain which model best fits the data balancing technique 
for future studies. Our study hopes to achieve these feats: 
1. Model construction: To yield a more sophisticated decision support model in detecting 

phishing lures and cues that render users more susceptible to attacks vis-à-vis compro-
mising network infrastructure. Using a machine learning scheme will help the system 
effectively capture those cues that make phishing more successful [91], [92]. 

2. Data balancing: The resultant model(s) will investigate the effects of data balancing on 
the reliability cum predictive power of the tree-based Random Forest model; whilst, an-
alyzing its implication on the model's capability to predict phishing attack cues accu-
rately. This will help users glean insightful knowledge on the significance of their online 
presence vis-à-vis enhancing a model's performance in various contexts [93]. 

3. Comparative analysis will evaluate diverse machine learning approaches within the con-
structed prediction model, aimed at comparing the performance, accuracy, and robust-
ness of various algorithms to identify sophisticated cue and degradation lures that trick 
susceptible users during their time online over social networking sites. 

3. Proposed Method 

The ease of access to web connectivity by many users has continued to see a rise in data 
shared between various users. With such popularity, especially with the birth of smartphones, 
phishing attacks have increased, lessening user trust in shared data [94], [95]. Generally, a 
user's opinion of an idea or topic of interest is his/her belief centered on his/her perception 
or feeling toward the issue. The beliefs and opinions represent the user's disposition of emo-
tion. This emotion correlates with his/her behaviour concerning the situation and is called 
sentiment. Thus, sentiment analysis deals with a language class that seeks to trace and track a 
user's or community's behaviour toward a topic of interest [96]. In natural language processing 
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– its data is often unstructured and, thus, rippled with ambiguities, noise, and imprecisions. 
The proposed model is herein seen in figure 1. 

The methodology adopted for construction, training and testing of the phishing detec-
tion model using the tree-based algorithms Random Forest model will be divided into these 
sections: (a) data collection and preprocessing, (b) proposed Random Forest model explained, 
and (c) model construction and training. They are explained below as thus: 

 

Figure 1. Sentiment-based Analysis Process and Decision Support 

3.1. Dataset: Collection 

Data were collected using Google Scraper Library, and 8,693 records were gathered from 
June to December 2023 from participants (i.e., undergraduates of the Federal University of 
Petroleum Resources Effurun in Nigeria). Scrapped records consist of personal user data, 
compromised contents (links, images, and texts), emails, and sites (posts, likes, shares, and 
replies). Input records were transformed via PCA [97], [98]. 

 

Figure 2. Frequency chart of Word Sentiments 

3.2. Data PreProcessing 

Some reasons for our choice of the tree-based algorithm are: (a) each tree learns and 
votes to decide the outcome of the classifier, (b) it can effectively handle complex, continu-
ous, and categorical datasets, (c) it often yields improved generalization and is devoid of over-
fit, (d) they efficiently reflect in a heuristic, relative contribution of feature selection to per-
formance, and (e) they are resilient to noise in the quest for ground-truth even with (un)struc-
tured dataset for real-time applications [99], [100]. Data preprocessing is performed as thus 
[101]: 

3.2.1 Data Cleaning 

Collects and cleans the dataset. It restructures the dataset from its natural unstructured 
state(s) to a normalized state by removing phrases and stopwords via tokenization and word 
stem. 
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1. Case Folding attempts to convert all letters, strings, and concatenated word tokens into 
lowercase or uppercase. It does this to avoid two-or-more-word tokens ending up with 
the same meaning but being treated differently by the machine due to writing in different 
forms: lowercase and uppercase [102]. 

2. Punctuation removal seeks to remove all symbols/punctuation from word tokens. We 
also note that punctuation marks in natural language processing (NLP) do not add extra 
information. However, it reduces our dataset's dimensionality, which needs to be re-
solved. 

3. Stopword removal seeks to remove some common tokens/words across all the docu-
ments. Stopwords like punctuations do not add much information to the scenario; their 
removal also only reduces the dimensionality in our dataset to be resolved. We note that 
pronouns, articles, conjunctions, and prepositions – are classified as stopwords. 

4. Tokenization breaks down a sentence into smaller elements and helps interpret the im-
plicit meaning of a sentence by analyzing its order of placement in the text. These yield 
input for NLPs models with normalized texts broken into individual word elements, 
stopwords, and punctuation characters (that are equally removed in this unit) [103]. 

5. Normalization is converting/expanding a token/word/slang back to its original form. 
This process removes abridged versions of a token (slang/word) from a text to preserve 
its basic form and expands abbreviations into their complete forms. E.g. the term 
"notin" is changed to "nothing"; And "welcome" is transformed to its base "welcome." 
We used the dictionary by Ojugo and Eboka [41] and Afifah et al. [104] for normaliza-
tion.  

6. Word Stemming is a step to remove affixes in a word, both appearing before and after 
the word. Stemming converts each word to its root word without affixes. 

3.2.2 Data Balancing:  

A critical feature here is to adopt a properly-format dataset. ML is applied to tasks that 
require (a) flexibility to adequately encode a chosen dataset irrespective of its format/struc-
ture, (b) robustness to be re-used in related task (s), and (c) adaptive to yield cost-effective 
alternates as optimal solution irrespective of ambiguity, noise, and partial truth as contained 
therein the dataset used. Learning the underlying feats of interest in an ill-formatted, imbal-
anced dataset – leads to poor generalization and results in imbalanced learning. A balanced 
generalization is a product of balanced data in a balanced learning [104]. An imbalanced da-
taset results when a sample class overwhelmingly dominates the dataset and yields an imbal-
anced class distribution. Studies have often posited that a balanced dataset enhances the over-
all performance of classifier evaluation. Various data balancing modes are explored in ML to 
help address dataset imbalance issues as in figure 3 [105], [106] including: 

 

Figure 3. Data balancing technique in Machine Learning 

In preprocessing, dataset splitting into train/test sub-sets occurs after dataset balancing. 
Test datasets often consist of hypothetical cases to enable critical examination of model's 
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ability to identify the churn class. Inherent benefits of balancing are: (a) prevents variance, 
bias, and skewness in datasets that often distort cum hamper performance, (b) enhances gen-
eralization as model can adequately learn patterns from all classes even with majority or mi-
nority voting, (c) helps the model to detect anomalies during testing effectively, and (d) its 
characteristics linked to the majority class often impacts significance as balancing helps a 
model to understand better the significance of each feature in each class to yield more insight-
ful result(s). The 3-major modes of data balancing include: 

1. Under-sampling randomly reduces a majority class till all class distributions are roughly 
equal. It achieves this by exploring its k-closest neighbor to identify points and link them 
to the original dataset. Thus, it cleans up the dataset's oversampled points in the majority 
class distribution [107], [108] as in Figure 4. See [109] for details. 

  

Figure 4. Class Distribution (a) Original Data; (b) Undersampling Applied to Data 

2. Over-Sample Technique: We adopt the synthetic over-sample technique (SMOTE), 
which achieves class-distribution balance via (a) identifying the minority class, (b) adjust-
ing instances to its closest neighbors, (c) interpolating data-point range between the mi-
nority-class instances and to its closest neighbors to create synthetic data-points, and (d) 
add the synthetic instances to original dataset to yield an oversampled, balanced dataset 
of both classes as in Figure 5. See [110] for more details. 

 

Figure 5. Dataset with SMOTE applied 

3. SMOTE-Edited Nearest Neighbor (SMOTEEN) is a hybrid that combines features of 
over-sampling and under-sampling modes by identifying and linking data points to its 
closest neighbor(s) to address both issues of over/under-sampling via the actions of data 
cleaning [111]. SMOTEENN resample to create synthetic instances for a minority class 
(i.e., churn) and randomly removes from a majority class to resolve the dataset imbalance 
via the closest neighbor approach [112]. It generates new instances via the sampling 
ranges to its closest neighbor, balancing class distributions as in Figure 6. See [113] for 
more details. 
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Figure 6. Dataset with SMOTEEN applied 

3.2.3 Feats Extraction and Selection  

It involves extracting the underlying feats to be considered and their respective format-
ting into estimation parameters to aid the effective classification of the texts. This helps a 
model to select relevant features from an expert perspective. Feature extraction: First, extract 
all the feats rippled across the dataset. Then, selection helps us to reduce the number of in-
puts, reduce the risk of overfitting, decrease computational complexity, fasten model con-
struction time complexity, reduce training time, and improve model accuracy. We use vector-
ization and word embedding feature extraction schemes. See [114], [115] for details. We utilize 
the term frequency in reverse document frequency (TF-IDF) for feature selection. As we seek 
to uncover the underlying probabilities of interest feats, ML models do not understand char-
acters/word tokens. But, they understand numbers as input. The impossibility of directly us-
ing the dataset's textual nature to interact directly with our ML causes us to use vectorization. 
Thus, we use TF-IDF to compute the frequency of the occurrence of certain word tokens in 
a document – so that the more a word appears, the greater its TF value. IDF aggregates the 
weight of the words against their appearances throughout the document. Conversely, the 
more a particular word appears, the smaller its IDF value with the transposed TF-IDF com-
puted as in Equation (2) and (3), respectively  

𝐼𝐷𝐹 = log (
𝑁

𝐷𝐹
)  (2) 

𝑇𝐹 − 𝐼𝐷𝐹(𝑑, 𝑘) = 𝑇𝐹(𝑑, 𝑘) ∗ 𝐼𝐷𝐹(𝑘) (3) 

where 𝑁 is the number of words appearing in the document, 𝐷𝐹 is the frequency with 

which the word appears in the document, 𝑑 is the document being considered, 𝑘 is the word 
being considered in a particular document. 

3.3. The Random Forest (RF) Model Training 

Major merits of our choice of the Random Forest include: (a) each tree learns/votes to 
decide its outcome with equal weight, (b) it effectively handles complex datasets, (c) yields 
improved generalization, devoid of model overfit, (d) efficiently understand and reflect within 
a heuristic, relative contribution of feature selection to prediction performance, and (e) are 
resilient to noise in the quest for ground-truth even with (un)structured dataset for real-time 
case [101]. The RF is a widely used supervised model constructed from various decision trees. 
Its accuracy is achieved using majority voting, which combines the decisions of its weak tree 
into a single outcome. Its flexibility has necessitated adopting a voting scheme that assumes 
all its base learners have the same weight. It uses randomized bootstrap sampling to ensure 
that some trees will yield higher weights during iteration, though all trees have the same ability 
to make decisions. This helps it handle complex continuous and categorical datasets effec-
tively, avoid overfitting, and mitigate poor generalization.  

Detailed steps for adopting and adapting RF are expressed in [116] with parameters and 
hyper-parameter tuning as in Table 1. Afterward, we adopt data balancing and feature selec-
tion to fasten model construction and training. Data balancing helps to create 
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synthetic/artificial points in a minor class and cleans off unwanted data to resolve the imbal-
ance in class distribution. 

Table 1. Random Forest Model Construction with (Hyper-)Parameter Configuration  

Features Values Details 

n_estimators 150 Number of trees constructed 

learning_rate 0.25 Step size learning for update 

max_depth 5 Max depth of each tree 

max_features auto Maximum number of features to construct the RF tree ensemble 

min_sample_leaf auto Number of feats to be considered 

min_sample_split 10 Minimal samples needed 

min_weight_frac-
tion_leaf 

0.1 Tree's structure based on the weight assigned to each sample 

random_state 25 The seeds for reproduction 

eval_metric error, logloss Performance evaluation metrics 

eval_set x,val, y_val Train data for evaluation 

verbose True Determines if ensemble evaluation metric is printed at training 

bootstrap True Ensures bootstrap aggregation use 

warm_start False Ensure tree does not restart 

 
The model learns from scratch using the identified data balancing techniques. It has been 

observed that the designated training set has all been expanded using RUS, SMOTE, and 
SMOTEEN data balancing techniques to include (i.e., for SMOTE and SMOTEEN) as well 
as exclude in RUS both the original and artificially created data points. We used iterative tree 
construction to create and adjust the RF trees. The model is trained via a bootstrap sample 
with a resampled subset for each tree to enhance training performance. This iterative process 
also enhances our trees' collective knowledge and helps to identify the intricate patterns in 
the phishing website. Thus, our training dataset is often a blend of synthetic and actual exam-
ples that guarantees a comprehensive learning experience for the proposed experimental RF 
model. This, will yield improved flexibility to a variety of settings for both models used on 
train/test datasets as well as in their inherent folds/partitions. 

4. Results and Discussion 

4.1. Model Performance 

As mentioned in the previous section, we have already applied the preprocessing steps to 
the dataset. Such datasets are used to (a) rank images, (b) assess natural languages, and (c) 
metadata user assessment to infer semblance, characteristics, and feelings. In general, the ob-
jective is mining a dataset that provisions relations of various forms via the effective use of 
these cues [117], which will seduce the user to navigate compromised links, images, and other 
embedded objects. Table 2 shows the performance evaluation using feature selection and data 
balancing schemes.  

Table 2. Performance Evaluation with Feature selection and ‘with/without’ Data Balancing 

Balancing 
Modes 

Without Data Balancing With Data Balancing 

F1 Accuracy Precision Recall F1 Accuracy Precision Recall 

Default 0.7519 0.7969 0.8011 0.8011 0.9759 0.9718 0.8362 0.9282 

RUS 0.8291 0.8302 0.8349 0.8492 0.9819 0.9947 0.9264 0.9557 

SMOTE 0.8653 0.8763 0.8891 0.8918 0.9868 0.9970 0.9357 0.9645 

SMOTEEN 0.8789 0.8802 0.8928 0.8944 0.9898 0.9973 0.9457 0.9698 

 
Noting the impact and effects of the data balancing schemes using the 'before section' 

of Table 2 – it shows that the model yields F1 for the various data balancing techniques (i.e., 
default, RUS, SMOTE, and SMOTEEN) of 0.7519, 0.8291, 0.8653 and 0.8789 respectively; 
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It yields an accuracy (i.e., default, RUS, SMOTE and SMOTEEN) of 0.7969, 0.8302, 0.8763 
and 0.8802 respectively; It yields a Recall (i.e., default, RUS, SMOTE and SMOTEEN) of 
0.8011, 0.8492, 0.8918 and 0.8944 respectively; And yields a Precision (i.e., default, RUS, 
SMOTE and SMOTEEN) of 0.8011, 0.8349, 0.8891, and 0.8928 respectively. 

Conversely, on the 'after section' of Table 2, the model yields F1 (i.e., default, RUS, 
SMOTE and SMOTEEN) of 0.9759, 0.9819, 0.9868 and 0.9898 respectively; Accuracy of 
0.9718, 0.9947, 0.9970 and 0.9973 respectively; Recall of 0.9282, 0.9557, 0.9645 and 0.9698 
respectively; And Precision of 0.8362, 0.9264, 0.9357 and 0.9457 (i.e., default, RUS, SMOTE 
and SMOTEEN) respectively. The study disagrees with [75] that SMOTE balancing outper-
forms others. Results show that SMOTEEN outperforms both SMOTE and RUS data bal-
ancing schemes [118]. It is also worth noting that the study agrees that the SMOTEEN data 
balancing scheme outperforms other modes of adopted data balancing techniques. 

4.2. Discussion of Findings 

The study investigates which data balancing technique has a greater influence on/to 
ground-truth truth and thus impacts overall performance by identifying important features 
that influence model prediction. It supports the effectiveness of differentiating between gen-
uine (true) positive, true negative, genuine (false) positive [118], and false negative in an mod-
el's capability to classify test instances of the phishing dataset correctly. 

 

Figure 3. RF Confusion matrix using SMOTEEN 

Figure 3 shows that the proposed RF model can correctly classify test data with over 
99.73% accuracy, with only 18 incorrect classifications and 9,595 correctly classified test in-
stances, which agrees with [119]. The model's best performance is with the SMOTEEN data 
balancing technique as a sampling method in combination with the chi-square feature selec-
tion scheme as adapted [11]. Overall, the RF model yields an F1 of 0.9898, an accuracy of 
0.9973, a precision of 0.9457, and a recall of 0.9698, respectively [120].  

The sample cue and lures include: 

• S06: Free Grammar and Style in Writing: Uses generic greetings instead of receiver 
names → Context-Language-Tone-Professional 

• S09: Unrecognize file types as downloads/attachments: File extension is unknown→ 
Content-URL Links-Obfuscated 

4.3. Comparison 

As we explore the high performance of our proposed stacking ensemble across the do-
main dataset to demonstrate its flexibility, adaptability, robustness, and prediction ability – we 
also benchmark it against previous methods that have utilized the same or similar dataset. To 
this end – we found none. However, we decided to benchmark the proposed ensemble against 
similar design constructs on various datasets for various domain tasks, as seen in Table 3. 
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Table 3. Performance Evaluation with Feature selection and Data Balancing 

Method/Metric F1 Accuracy Precision Recall 

Ref [58] 0.8728 0.8500 0.8120 0.8925 

Ref [110] 1.0000 1.0000 0.9999 1.0000 

Ref [116] 0.7815 0.7025 0.7372 0.7902 

Ref [118] 0.7824 0.7631 0.7500 0.7732 

Our Method 0.9981 0.9541 0.9881 0.9925 

 
While some domain task datasets have proven much easier to detect/recognize and clas-

sify, others have also proven to be more painstaking [121]. Some domain task(s) such as med-
ical and image records require their chosen ensemble design metric to be strongly impacted 
by the consequence of diagnostic errors within the captured dataset. Thus, the measure of 
both specificity and sensitivity becomes two critical feats to be evaluated since they are directly 
related to the patient clinical outcomes. 

5. Conclusions 

The goal here is to understand how users make trust decisions, identify user deficiencies, 
and adapt awareness capabilities to prevent victimization of a user vis-à-vis the associated 
network. With mixed malicious and normal web-contents scrapped from user social network-
ing sites to simulate real-time interactions, we adopted user email, and social network ac-
counts. Experiment scenarios a participant's response to phishing lures (i.e., clicking malicious 
web content) to engage a user (i.e., increase online presence). Simulation provides the partic-
ipants with rich interaction capabilities that allow them to hover over links and attachments 
and see natural browser-like behaviour. The study employed a mix of qualitative and quanti-
tative research design to increase the scope of understanding in light of collected and analyzed 
data. With data analysis, the qualitative data was used to support/authenticate quantitative 
conclusions. Social media networks have safeguards and rules to educate and protect users 
against phishing attempts. These often involve the capability to investigate and blacklist 
phishers if such cases are reported. The media and users are held accountable for preventing 
phishing attacks and their awareness. Social media platforms should inform users about 
phishing and give controls to prevent them. Conversely, users must stay ahead to dissuade 
such attacks; while implementing safety controls to limit such accidents. 
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