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1. Introduction 
The Internet has since become the backdrop and frontier upon which many businesses today are built 

[1]. Businesses today leverage on its infrastructure as the mainstay for services provision – with its 
evolution that allows for connected user to meet all their daily processing needs [2]. This provisions has 
made the Internet a frontier market-place for assets exchange displayed on websites (i.e web-shop); And 
thus, have birthed online, virtual markets. A virtual market (webshop) is a space that allows customers 
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 Customer retention and monetization have since been the pillar of many 
successful firms and businesses as keeping an old customer is far more 
economical than gaining a new one – which, in turn, reduce customer 
churn rate. Previous studies have focused on the use of single heuristics as 
well as provisioned no retention strategy. To curb this, our study posits the 
use of the recen-cy-frequency-monetization framework as strategy for 
customer retention and monetization impacts. With dataset retrieved from 
Kaggle, and partitioned into train and test dataset/folds to ease model 
construction and training. Study adopt a tree-based Random Forest 
ensemble with synthetic minority oversampling technique edited nearest 
neighbor (SMOTEEN). Various benchmark models were trained to asssess 
how well each performs against our proposed ensemble. The application 
was tested using an application programming interface Flask and integrated 
using streamlit into a device. Our RF-ensemble resulted in a 0.9902 
accuracy prior to applying SMOTEENN; while, LR, KNN, Naïve Bayes 
and SVM yielded an accuracy of 0.9219, 0.9435, 0.9508 and 0.9008 
respectively. With SMOTEENN applied, our ensemble had an accuracy of 
0.9919; while LR, KNN, Naïve Bayes, and SVM yielded an accuracy of 
0.9805, 0.921, 0.9125, and 0.8145 respectively. RF has shown it can be 
implemented with SMOTEENN to yield enhanced prediction for customer 
churn prediction using Python.  
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peruse/browse through e-commerce websites and platforms in search of product contents for purchase 
at their convenience. With a variety of products available to users, and also at a variety of price ranges 
(with discounts) – users have become more comfortable with digital marketing. It is worthy of note that 
with financial inclusivity made available by the financial houses, customers can thus make payment of 
goods and services exchanged via platforms that are today, favored with a 24-7-365 available banking 
style [3]. All digital marketing portals or websites have excellent and simple interfaces that allow users 
to quickly search for products the customer seeks to purchase via simple steps that often involve 
placement of selected items in a cart [4].  

The portals also maintains a customer databank for their future use, which may include (and not 
limited to) mobile contacts/numbers, e-mail addresses, physical addresses, card (credit/debit) details, 
volume of transactions per cardholder, IP addresses of customers devices etc [5]. These data records help 
these businesses to maintain and establish new channels for direct marketing, using the customer’s 
previous purchasing behavior cum pattern. Analyzing customer behavior and purchasing pattern [6] – is 
quite a complex feat that often involves data mining and analytics, which in turn, accounts for a variety 
of variable ranges. Studies are constantly seeking new frontier and relevant approaches to aid mining 
meaningful knowledge from these transactions, which will effectively help managers and business owners 
to efficiently: (a) study customer purchasing patterns and behaviours so as to help them provide improved 
services to customers [7], (b) help businesses study the reason behind customer churn or attrition 
towards services rendered by these businesses [8] – vis-à-vis the provision of strategies to help curb 
customer attrition or churn, and (c) help businesses and customer with informed decision support system 
for future transaction in lien of product concept evolution, shelf placement, product concept drift, etc 
[9] – especially in lieu of the virtual markets as well as the changing nature of customer needs and 
demands. 

Behavior is captured in a consumer’s observed history [10] and used in its raw form as sequence of 
interactions cum completed transactions with a webshop [11]. The interactions are a particular, 
timestamped transaction with additional knowledge about the product details and a consumer [12]. The 
type of interaction is derived from associated action such as a product view or a cart addition – and the 
timestamp is the time of the action. The emergence of machine learning (ML) has caused a fundamental 
change in how firms tackle the issue of churn prediction. ML has successfully proven that it has the 
capacity to identify patterns from large datasets, provide accurate predictions, and proffer reliable solution 
to reducing customer attrition or churn [13]–[15]. The core capability of ML is to analyze vast quantities 
of data, and to effectively comprehend intricate patterns that may go unnoticed by users. Its use observed 
dataset to yield algorithms that can accurately forecast future possibilities of customer turnover [16].  

In this study – we adopt the Random Forest approach with synthetic minority oversampling 
technique edited nearest neighbor (SMOTEENN) for feature selection on dataset retrieved from the 
Kaggle dataset. Our choice for RF is due to its capability to reduce overfitting, address imbalanced 
datasets, and yield a vigorous prediction accuracy [17]. 

1.1. Ground-Truth: Related Literature 
The adoption of ML schemes to prediction (i.e. classification and regression tasks) are often based 

on indicators (i.e. features cum parameters) that leverages on previous consumer behavior. ML models 
have successfully trained to effectively recognize customer attrition patterns – as they both learn to 
classify features, and quickly detect unusual activities in business patterns indicative as anomalous profile. 
[5] fused recursive feat elimination, info-gain and chi-square with the Random Forest in detection of 
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fraud. Study achieved a 96% accuracy with reduced training time without degraded performance. [18] 
in addressing the challenges of how customer churn is masked – examined its detection and analyzed 
customer churn motivation. Study achieved a prediction accuracy of 91.6% to effectively classify churn. 
Various contributions have yielded the successfully implementation of ML schemes in: deep learning 
[19]–[21], Bayesian network [22]–[24], support vector machine [25]–[27], logistic regression [28]–[30], 
KNN [31], random forest [32]–[34], and others [35]–[37]. There are inherent drawbacks when 
implementing ML especially with flexibility in its feature selection technique in the quest for ground-
truth vis-à-vis its prediction accuracy with respect to the specific domain task [38], [39]. 

The quest for improved performance [40] is made possible in ML tasks, especially with the actions 
of feature selection (FS) and extraction [41]. FS as a pre-processing step, seeks to reduce a dataset’s 
dimensionality by removing irrelevant feats [42], [43]. This aids faster model construction, faster training 
and improved performance [44], [45] by streamlining the dataset features. And this is especially useful, 
critical and imperative for scenarios where cost is a critical factor [46]; while, it also assists in interpreting 
the innate structure of datasets. Its efficacy is assessed with its ease to ascertain the domain’s ground 
truth (relevant features). However, ground truth is not always available for training [47]–[49]. FS is 
basically divided into 2-approaches namely: the filter, and the wrapper approaches [50]. 

The filter approach hinges on inherent properties of data to select features devoid of the model’s 
learning; while, the wrapper mode uses the classifier to assess the quality of the feats [9], [51]. Thus, it 
is computationally, less cost-effective than filter model as its selected feats are tweaked (or inclined) 
toward the adopted classifier [39], [52]. Many studies adopt filter mode [53]–[55]. Each classifier that 
achieves good performance on training data does not necessarily blend well on new test data, and it may 
overfit training data. Thus, feature selection is used in the training of the dataset before classifier 
construction. An action executed prior achieving reduced dimensionality [56]. 

1.2. Imbalanced Learning and Feature Selection 
A critical feature in ML has always been the adoption and adaptation of the right dataset via-a-vis 

the dataset in the right format. Many ML application have successfully been applied in a variety of 
domain – and in many cases, with incorrect or inappropriate dataset. These ML schemes are required to 
be: (a) flexible in that it can effectively encode the chosen dataset irrespective of its format, (b) robust 
in which case the codes/scheme can be re-used in a variety of related-task, and (c) adaptable – yield 
optimal solution without degraded performance irrespective of noise, ambiguities, partial truth and other 
feats as contained therein the dataset used . the application thus, of learning from an unbalanced dataset 
will result in an imbalanced learning. Oftentimes, such studies aim at balanced result, which is often a 
product of balanced learning via balanced dataset [57]. 

An unbalanced dataset results when one sample class overwhelmingly dominates the dataset – to 
result in a significant imbalanced class representation. Studies have often posited that a balanced dataset 
often enhances the overall performance in evaluation of the classifier [58]. Various data augmentation 
techniques have been explored and adopted as paradigms to help address the challenges of imbalance 
dataset in ML schemes. These includes: (a) over-sampling mode [59], and (b) under-sampling mode 
[60] – as they are both poised to help resolve the inherent unbalanced nature as well as modify the class 
distribution within the dataset [61]. 

Over-sampling technique aims at increasing the sampled data-points of the task’s minority class(es) 
distribution until all classes are almost equivalent. Oversampling technique can be achieved via a variety 
of methods namely : (a) random oversampling that explores the use of random technique to duplicate 
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instances of the data-points of the minority class using the nearest neighbor value from the minority 
class, (b) the synthetic minority oversampling technique (SMOTE) – which instead of arbitrarily 
duplicating example data-points, SMOTE artificially generates cases from the under-represented class, 
and (c) borderline SMOTE changes the resultant dataset making it differ from the original dataset [62].  

Conversely, under-sampling – just like the over-sampling technique, seeks to reduce the majority 
class so that all class distributions become roughly equal. It yields a variety of methods such as the 
random-under-sampling which randomly eliminates, instances of the dataset from the majority class 
[63]. However, for this study – we adopt the synthetic minority over-sampling technique with edited 
nearest neighbor (SMOTEENN) scheme, which seeks to fuse/combine both characteristics of over- and 
under-sampling. The SMOTEENN algorithm utilizes the closest neighbor approach to identify and link 
data points and then performs data cleaning by addressing oversampling issues [64]–[66]. 

1.3. Monetization and Retention Strategies 
Monetization as a multifaceted-scheme that aims not only to increase the income generation via an 

existing consumer-base; But, it also seeks to uncovers hidden relations and potentials within the same 
customer-base [67]–[69]. It suffices that, implementing a successful monetization strategy can often 
yield an increased income generation and profitability to a business; And this, is crucial for ensuring the 
long-term viability of a business. Thus, combining the mitigation to customer attrition with a strong 
revenue generation plan can result in a powerful formulae and recipe for success for an organization. 
Predicting future consumer behavior and pattern is both critical, imperative and fundamental in today’s 
businesses, especially on the digital frontiers with constant changes in the digital space known as digital 
revolution. Thus, managers are now integrating decision support schemes such as recommender systems, 
fraud detection, inventory systems etc – as modes to improve customer retention to shore up 
monetization in its wake. 

To achieve this in many studies – we explore the adoption of feature engineering using the Recency-
Frequency-Monetary (RFM) scheme explained as thus: (a) recency specifies how recent a customer has 
made a purchase (cum subscription) for goods and services rendered by the business, (b) frequency 
specifies how often in relation to the number of time within a specified period has the customer made 
purchases, and (c) monetary specifies the amount in value along the lines of revenue generation has the 
business made from the purported customer (i.e. how much the customer spends any time s(he) makes 
a purchase) [70]. 

1.4. Knowledge Gaps and Study Motivation 
The inherent gaps in previous studies includes thus [69], [71]–[73]. 

• Target-User Behaviour: Studies focused on analysiing customer churn and attrition while 
discussing each study’s findings in lieu of the targeted user behaviour. Most studies explored single 
methods, without proffering retention strategies. Our study hopes to circumvent this via the 
incorporation of the recency-frequency-monetary (RFM) scheme that seeks to categorize 
consumers based on their purchasing behaviour/pattern; while also accounting for external shocks 
that can influence the target consumer behaviour [74]–[76]. 

• Imbalanced Datasets: A critical hurdle also is the challenge with imbalanced datasets with cases of 
customer churn and attrition [77], [78]. Future studies must seek to explore intricate sampling 
techniques, or harness the robust power of ensemble methods tailored explicitly to mitigating the 
challenges with imbalanced dataset [79]–[81]. 
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• Lack of Datasets: Finding the right-formatted dataset – is very crucial to machine learning task 
[82]–[84]. Thus, access to high-quality datasets is needed in training and performance evaluation 
– as there is limited data, which often yield significant false positives [85]. 

• Cross-Channel Detection: With increased use in multi-channels for transactions [86], [87] – newer 
models must integrate various channel data to enhance the overall accuracy. Cross-channel payment 
has now become critical for businesses [88]–[90] as traditional schemes are limited in adapting with 
novel tactics. 

2. Method 

2.1. Dataset Collection / Pre-processing 
Dataset used was obtained from [web]: statistadata.com – consist invoice dates, customer IDs, invoice 

numbers, unit prices, and item descriptions. Dataset consist 520,201 customer records from across 
Europe. Its numeric inputs are pre-processed with PCA transformation [91]–[93]. Dataset also consists 
of sentiment-based categorization of customers classes: (a) potential loyalists – recent customers that 
have made purchases of good amount, and have bought more than once in their frequency, (b) at-risk-
customers – are those whom spend huge amount, and purchased more often; But, have not made 
purchases recently, (c) hibernating customers are low-budget spenders who have placed a few orders to 
make purchase, (d) cannot-loose customers: are those whom have made the biggest purchases recently; 
But, have not made purchase in quite a long time, (e) loyal customers: spend good money and are 
responsive to promotions and discounts, (f) champion customers have recently made purchases as they 
buy very often and spend the most, (g) about-to-churn customers: are those customers whom make 
purchases; But, are usually not so recent, not to frequent and are not really huge spenders in terms of 
monetary value, (h) new customer: are those whom brought more recently – though they do not 
purchase quite often, (i) need-attention customer whom make purchases that are above average in their 
recency of purchase, their purchase frequency, and in their monetary value spending, and (j) promising 
customers are recent shoppers whom often do not spend much [10], [77]. 

2.2. Proposed Tree-Based Random Forest Ensemble with SMOTE-ENN 
RF – as widely-used supervised model, achieves its accuracy by combining as output, the multiple 

majority voting of weak decision trees to yield a single outcome. Its flexibility have necessitated its 
adoption in both classification and regression tasks [94]. The RF is constructed from several decision 
trees. With the same nodes, and different inputs to yield distinct leaves – it uses labeled data and a voting 
scheme that assumes all its base classifiers have the same weight. Due to randomization in bootstrap 
sampling, some trees will relatively yield higher weights, and the selected attribute(s) cannot guarantee 
that all trees will yield same ability to make decisions. Thus, the model mitigates overfitting and poor 
generalization as well as handle(s) complex continuous and categorical datasets (in both regression and 
classification task) [95] – by leveraging on the decisions of many weak learners to yield a single stronger 
learner [96], [97]. The steps includes [98]: (a) first, we split the original dataset into train and validate 
folds using feature sampling, which implies both dataset folds structure will be made up of selected 
rows/columns with replacements, (b) second, we create individual decision tree for each subset selected 
and assigned, (c) third, each decision tree will give an output, and (d) finally, we explore majority voting 
scheme for all the decision trees (for classification), and use averaging scheme (for regression) [99]. 

For this study – we adopt the synthetic minority over-sampling technique edited nearest neighbor 
(SMOTEENN) scheme, which seeks to combine both characteristics of over/under-sampling. The 
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SMOTEENN algorithm utilizes the closest neighbor approach to identify and link data points and then 
performs data cleaning by addressing oversampling issues [100]. SMOTEENN is a resampling strategy 
that creates artificial instances of a minority class (i.e. churn) to resolve class imbalance utilizing closest 
neighbor approach to identify and link data-points, and then perform data cleaning by addressing the 
oversampling issue [101]. It uses oversampling scheme to generate data points, which aims to balance 
both classes representation.  

We use SMOTEENN to: (a) identify minority (i.e. churn) class in the original dataset, (b) adjust 
selected instances of the minority class via its closest neighbors, (c) interpolates data point ranges 
between the minority-class instances and its chosen neighbors to create synthetic (additional) instances 
that links the minority class to its closest neighbors, (d) adds the newly generated instances to yield an 
oversampled, balanced dataset, and (e) partition dataset to ease model construction, training and 
generalization to assess the ensemble as in Fig. 1 and Fig. 2. 

Benefits of SMOTE-ENN includes: (a) prevents bias, variance and skewness as with the imbalanced 
dataset, which in turn – distorts prediction performance for the ensemble, (b) it enhances an ensemble’s 
performance by balancing the dataset so that the ensemble can effectively learn the inherent patterns 
and features from all classes even with majority/minority voting, (c) aid the effective detection of 
anomalies with the balanced dataset, and (d) the characteristics linked to the majority class often have a 
greater significance than other features in an unbalanced dataset – so that by balancing the dataset, the 
model is better able to understand the significance of each feature for every class, producing more 
insightful results [102], [103]. 

2.3. Training Phase 
Some reasons for choosing RF includes: (a) ensemble learning that allows it to leverage the decision 

of many weak learners fused into a single strong classifier, (b) its ability to handle complex and 
imbalanced dataset, (c) its decreases the risk/chances in poor generalization and model overfit, (d) its 
capability to understand the relative contribution of various features to prediction, especially when 
attempting to identify customer attrition, and (e) its resilience to noise especially in real-world 
applications where dataset is often unstructured and there are no ground truths. We action the dataset 
via SMOTEENN to yield a revised dataset, which is used on the Random Forest model construction 
and training as follows: 

• Data Splitting: Within the dataset are rippled: (a) incomplete and missing data that needs to be 
replaced/filled-out, (b) distorted data must be smoothened out, and (c) anomalies that should be 
corrected via pre-processing. We note that customer churn via purchasing dataset and its inherent 
categorization task requires a lot of alterations for the (un)structured dataset to meet the format 
specifications to be used in ML. Additionally, choosing the right input feats is critical. With 
SMOTEEN, dataset is split into train/test sets to aid fast model construction, and allow ensemble 
to identify patterns. Test set consist of specific assessment set, enabling a thorough exam of model's 
ability to identify churn. This division made sure that the trained model had a strong framework 
for assessment, which enhanced its usefulness in practical situations as in Fig. 1 and Fig. 2 
respectively. 

• Model Initialization: The default hyperparameters were used to initialize the Random Forest model. 
During this phase, no hyperparameter adjustment was done. The RF ensemble is unaffected by and 
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remains unsusceptible to hyper-parameters tuning. Thus, the results obtained by its default 
configuration are acceptable. 

  

Fig. 1. Dataset before applying SMOTE Fig. 2. Dataset after applying SMOTE 

• Feature Selection: FS select features in lieu of the target variable. We use the filter scheme to 
ascertain how relevant a selected feats is, in support to the output via chi-square test [2]. FS extracts 
only feats (as parameters) that highly correlates with the output-class. We test if the occurrence of 
a specific feat relates to target (churn) class via its frequency distribution. We use Python sklearn 
(that sets 0 if no mutual data; and 1 if its perfectly correlates) a chosen feat with target class. All 
feats are ranked using the threshold value as in Equation (1). 

𝑋 =  
∑ 𝑥𝑖

𝑛
   () 

A total of 22-features was extracted from the original dataset. Using chi-square approach, we 
compute the threshold value using Eq. 1 for each attribute to yield the scores, in lieu of each 
attribute’s correlation with the target class 1 (i.e. churn). With computed threshold of 9.0874, a 
total of twelve (12) feats were selected. These were examined to help us gain insights into the 
contribution of different features to the classification process. 

• Training: Ensemble learns from scratch via a pre-designated training set, expanded to include both 
the original and artificial ones created by using SMOTE. Iterative construction was used to create 
the decision trees that yields the RF-ensemble. Each tree is trained using a bootstrap sample that 
is a resampled subset obtained from the enhanced training data. The trees' collective knowledge 
was enhanced by this iterative process, and helped to identify the intricate patterns present in each 
transaction. The training set's blend of synthetic and actual examples guaranteed RF’s 
comprehensive learning experience, improving its flexibility to various settings inside the dataset. 

3. Results and Discussion 

3.1. Ensemble Performance Evaluation 
Table 1 shows the confusion matrix for the ensemble values for before/after the application of 

SMOTEEN – and this agrees with [104], [105] yielding an outlier effect that also agrees with [106], 
[107]. This result indicates that the proposed and experimental RF outperformed other models (i.e. 
Logistic Regression, Naïve Bayes, Support Vector Machine, Decision Tree and K-Nearest Neigbor) used 
as benchmark [108] – because, it yielded the best result in its capability to balance accuracy, recall, and 
precision successfully.  
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It also supports the effectiveness and efficiency of the RF ensemble – offering a detailed perspective 
of the ensemble's performance in differentiating between genuine positives, true negatives, false positives, 
and false negatives. Table 1 show that our proposed ensemble outperforms the benchmark ensembles 
[66]. Prior to the application of FS scheme, the proposed ensemble yielded an accuracy of 0.9819; while, 
others (i.e. KNN, LR, NB, SVM and DT) respectively yielded an accuracy value(s) of 0.9518, 0.7747, 
0.8303, 0.5, and 0.9602 respectively [109]. Also, proposed ensemble yields an F1-score of 0.9802 with 
the application of chi-squared feature selection scheme; while, others ensembles (i.e. KNN, LR, NB, 
SVM and DT) yielded an F1-score metrics of 0.9219, 0.9435, 0.9508, 0.9008, and 0.9617 respectively as 
in the ‘before-section’ of the Table 1. 

Table 1.  Performance metrics of ‘before and after’ feature selection compared with SMOTE 

Methods Before applying SMOTEEN  After applying SMOTEEN 
 Accuracy Recall Precision F1  Accuracy Recall Precision F1 

KNN 95.18 95.82 93.57 92.19  92.02 98.05 98.05 89.05 
Logistic Regress 77.47 66.57 92.64 94.35  92.27 90.18 94.48 92.10 

Naïve Bayes 83.03 82.45 83.62 95.08  90.73 96.16 85.90 91.25 
SVM 50.00 33.98 94.57 90.08  81.23 85.41 75.81 81.43 

Decision Tree 96.02 97.01 96.02 96.17  93.45 90.29 89.92 92.43 
Random Forest 98.19 97.82 96.89 98.02  99.91 99.01 97.92 99.28 
 

Table 1 also yields the benchmark ensembles with the application of SMOTE. It shows that our 
proposed ensemble yields an accuracy of 0.9991; while, KNN, LR, NB, SVM and DT ensembles yielded 
an accuracy of 0.9202, 0.9227, 0.9073, 0.8123, and 0.9345 respectively that agrees with [58]. In addition, 
our proposed ensemble yields an F1-score of 0.9928 after applying chi-squared feature selection scheme 
and SMOTEEN to it; while, KNN, LR, NB, SVM and DT yielded F1-score of 0.8905, 0.921, 0.9125, 
0.8143, and 0.9243 respectively as in the ‘after-section’ of the Table 1; And this agrees with [110]. We 
observed that adaption of both FS and SMOTEENN [111] yields improved accuracy and F1 when 
compared with results in [112]. 

3.2. Discussion of Findings 
It provides insights into which characteristics have a bigger influence on overall performance and aids 

in identifying the most important aspects influencing the model's predictions [70]. Knowledge of the 
relative relevance of input variables in the predictive model requires a knowledge of feature importance, 
frequently established by statistical or computational analysis. Fig. 3 shows the confusion matrix for the 
ensemble performance. 

Using filter-mode feature selection on the Random Forest ensemble with SMOTEENN – has 
successfully shown a variety of benefits, namely: (a) it yields fewer features with dataset balancing for use 
during model construction and training [113], (b) training time for the ensemble was greatly shortened, 
as it is predominantly significant for real-time churn detection schemes, where quick response times are 
critical to avoiding attrition as compared with [114], [115], (c) implemented with Flask and Streamlit – 
eases its integration in cross-channel applications, alongside its robust use with other apps [116], (d) the 
Random Forest model's excellent accuracy of 99.19% holds that the adopted ensemble feature selection 
did not degrade the model's performance – as compared with [5], [18]. In reality, by focusing on the 
critical features, our ensemble accurately detected customer attrition and minimized false-positive errors. 
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This will equip cum empower banks adequately to secure all assets; while providing a great customer 
experience. 

 
Fig. 3. Ensemble Confusion Matrix 

4. Conclusion 
To implement hybrid ensemble, a modeler must carefully select the appropriate feats to be used for, 

choose an efficient encoding scheme for the dataset (so as not to lose data via pre-processing), effectively 
explore the observed data in the domain in interest and to yield an optimal solution. The dataset used 
must be encoded within model’s structured learning – to resolve all inherent statistical dependencies 
within the used heuristics as well as highlight implications for such a multi-agent model so as to avoid 
over-fit, over-training etc. Modelers must acknowledge that these agents create or enforce their own 
behavioral rules on the adopted heuristics, and dataset; Thus, impacting differently on hybrid ensemble 
other than intended. Model must provide enough new data with feedback logic that aid valuable 
comprehension of the adopted rules. Thus, modelers must provide the needed balance required to easily 
understand and manage between model’s complexity and its navigation – to help study other processes. 
Thus, we posit that: (a) parameters are a major source of uncertainty in predictions. Model should have 
input ranges rather than single values, (b) multi-criteria training with adequate datasets helps reduce 
parameter uncertainty, and (c) prediction is of limited practical use, without clear data about reliability 
and accuracy. 
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