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ABSTRACT 

 

Environmental factors and features often change to result in either harsh weather conditions or 
rainfall, which often calms the weather as well as provides fast, significant downstream hydrology 
known as runoff with a variety of implications such as erosion, water quality, and infrastructures. 
These, in turn, impact the quality of life, sewage systems, agriculture, and tourism of a nation, to 
mention a few. It chaotic, complex and dynamic nature has necessitated studies in the quest for 
future direction of such runoff via prediction models. With little successes in use of knowledge 
driven models – many studies have now turned to data-driven models. Dataset is retrieved from 
Metrological Center in Lagos, Nigeria for the period 1999–2023. The retrieved dataset was split: 
70% for train dataset, and 30% for test dataset. Our study used the Random Forest ensemble. 
Result yields a sensitivity of 0.9, specificity 0.19, accuracy of 0.74, and improvement rate of 0.12. 
Other ensembles underperformed as compared to proposed model. Study reveals annual rainfall 
is an effect of variation cycle. Models will help simulate future floods and provide, lead time 
warnings in flood management. 
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1. INTRODUCTION 
 
Prediction cum forecast of rainfall can help refocus, reshape and repurpose a society toward 
agriculture, economics and other advancements [1]. The forecast of rainfall seeks to explore and 
use rainfall runoff and its associated feats to estimate rain-runoff quantification [2].  
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The increased awareness and interest, and the dynamic nature of environmental feats of the 
coverage area [3] – have continued to yield the added impetus for the continual study to model 
hydrological processes [4]. Such new models are today, tasked with innovative solutions to resolve 
challenges and meet the rising new requirements [5] that will effectively deal with associated feats 
in runoff simulation expressed as erosion, land degradation, runoff resources management, 
leaching, land-use consequences, and climate changes [6], [7]. Rainfall runoff as a classification 
task has become critical especially in Nigeria [8]. Reasons for this may include (not limited to): (a) 
the deluge and tsunami from 2015 to 2018 – resulting in the displacement of residents in Southern 
Nigeria [9], (b) the adoption of runoff as an imperative component in the planning processes vis-à-
vis the execution of farming directives cum initiatives at both the local and federal government 
strata [10], [11], (c) use of runoff models in the estimation of runoff application in farming etc [12], 
and (d) use of rain-runoff prediction for pollutant leaching, dissolution of chemical processes for 
land-degradation [13] and as modes for management of rainfall runoff resources [14]. 
 
Thus, it is today – both critical and imperative to design rain-runoff ensembles that will adequately 
forecast rainfall features such as humidity, sunshine, runoff etc – all of which is possible via the 
use of mathematical models and heuristics that can are grouped into knowledge-driven and data-
driven models [15]. These have been useful in the provision of early warning with runoff situations, 
which in turn – is critical in water resources management [16]. The inherent dynamic, complex and 
chaotic nature of environmental conditions cum atmospheric processes that yields rainfall – makes 
runoff prediction modeling a tedious task [17]. Even with the numerous advances in weather 
forecast, an accurate prediction of runoff stream remains challenging due to its significance and 
influence in downstream hydrology and water resources management [18]. These, often ripple 
across the society – a range of implications on flood cum runoff as erosion, water quality, and the 
designs for both residential and industrial structure(s) [19]. These, in turn – also impacts on the 
quality of life, agriculture, sewage system, and tourism etc [20]. 
 
The birth and use of machine learning (ML) to successfully model and train inherent selected 
features – so that the model can effectively recognize a variety of domain task patterns [21] and 
yield a low-cost optimal solution [22]. These, are explored to learn the underlying features of 
interest via feature selection and extraction for either classification [23] and regression [24] tasks. 
With training, the model can effectively detect anomalies or unusual activities in its use as profiled 
patterns [25]. A variety of ML models that have been successfully used in a variety of endeavors 
and task to include: Logistic Regression [26], [27], Deep Learning [28], [29], Bayesian model [30], 
Naive Bayes [31], Support Vector Machine [32], [33], K-Nearest Neighbors [34], [35], Random 
Forest [36], [37], and others [38], [39]. Its inherent drawback is with their choice and flexibility of 
feature selection [40] and importance in relation to the target parameters for the discovery of 
ground-truth [41], [42].  Thus, our study adopts a Random Forest (RF) with synthetic minority 
oversampling feature selection techniques used on the Kaggle dataset. Our choice for RF is due to 
its ability to reduce overfitting, to address imbalanced datasets, and yield a vigorous prediction 
accuracy [43]–[45]. Our study explores use of a tree-based Random Forest ensemble to forecast 
rainfall runoff in downstream hydrological operations especially in Delta State as a point of focus. 
Range of complications present with hydrology modeling – are challenges that the study wishes to 
address [46]. 
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Section I introduces the study with a view to unveiling the meaning of rainfall runoff and others. 
Section II details the related literatures, problem formulation, data gathering and proposed 
ensemble. Section III details result found as evidence to support the decision during discussions of 
the findings, and conclusion. 
 
2. METHODS AND MATERIALS 
 
2.1 Literature Review 
Studies and many research have continued in their quest to develop stochastic models that yield 
cost-effective solutions to rainfall runoff modeling. [47] investigated the adoption of the TOPModel 
(a knowledge-driven ensemble used at the Benin-Owena Rivar Basin Development Agency with 
dataset retrieved from the Metrological centre at Oshodi in Lagos State, Nigeria. having noted the 
inherent drawbacks – modeled a gravitational search trained neural network algorithm (HGANN) 
that sought to enhance accurate rainfall prediction(s). Results showed high accuracy with its COE 
as 58%, 24%, 56% and 42% respectively for the various stations. Extended by [48] – it observed 
annual rainfall variations from long-term runoff, is an effect of variation cycle with significant 
correlation between rainfall and runoff – as indicated in the adopted cum adapted dataset [49]. 
The study effectively simulated a range of future runoff values – providing lead time warning 
especially with flood cum runoff resources management. This have also noted to be used to 
effectively manage irrigation for smart and precision agriculture. 
 
[50] used ANN to investigate runoff in India just as [51] did same in Cyprus. Their efforts agreed 
with [52]. Also, efforts are intensified with the adoption of autoregressive moving average (ARMA) 
model with an exogenous variable (ARMAX) used to investigate hydrological data. Justified with its 
results as merely theoretical, [53] investigated runoff using the 3-function AR(3) model – which 
yielded significant association to establish that rainfall significantly impacts relative humidity, cloud 
cover and temperature difference. 
 
 They further noted that sunshine was not selected as a feat of interest due to the resulting impulse 
response functions. They identified TF(3,2,2,2) as the 4-TF models that predicted rainfall with a 
root mean square error of 0.023 as the most appropriate function – noting that model 
outperformed the multiple regression/univariate SARIMA(1,0,1)*(1,0,1)12 model. 
 
Also, [54] compared a hybrid gravitational search algorithm trained neural network with historical 
data for the Chad River Basin in Nigeria using dataset from 1996 - 2007. It developed a GARCH 
model to forecast rainfall using historical data from National Metrological Centre at Oshodi. Dataset 
used rainfall, temperature difference, relative humidity, sunshine and cloud cover to establish the 
significant association therein for a variety of parameters vis-à-vis ground-truth. It successfully 
predicted runoff with a mean square error of 0.012 as the most appropriate.  
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3. DATA GATHERING/SAMPLE POPULATION 
 
The dataset was retrieved from the Nigerian Metrological Centre Oshodi in Lagos State of Nigeria. 
The dataset consist of the following features: (a) year, (b) mean rain, (c) temperature, (d) relative 
humidity, (e) mean sunshine, (f) mean windspeed, and (g) wind direction for the period under 
coverage (i.e. 1999-2022). Delta State has a land-mass of 22045km2, with an annual mean rain 
of 1354mm with perennial discharge of 3.8m/1.5m3/s for its dry/peak periods respectively. Figure 
1 shows coverage area under study; while, the Figure 2 time-plot for the period; and Table 1 details 
dataset description with its various features. 

 
 

 
Figure 1. Landmass of the geographical area considered 

 

 
Figure 2. Clustered time plot of Annual Rain Discharge 
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TABLE I.  DATASET DESCRIPTION, DATA TYPES, AND FORMAT 
Year Rain Temp Mean 

Humidity 
Mean 
Sunshine 

Wind-Speed Wind 
Direction 

1999 271.4 31.57 78.901 3.256 2.902 SW 
 2000 295.1 32.10 76.902 3.761 3.508 S 
2001 628.9 31.53 83.000 3.021 2.892 W 
2002 594.4 32.02 85.200 2.994 2.858 SW 
2003 795.7 31.58 83.134 5.012 2.917 W 
2004 216.4 31.73 79.013 4.561 3.375 SW 
2005 229.4 31.57 85.301 4.092 2.935 SW 
2006 558.8 32.12 79.34 4.432 3.451 SW 
2007 449.6 31.92 81.211 3.895 3.209 S 
2008 383.4 32.04 83.120 4.501 3.021 S 
2009 351.7 31.58 83.753 4.458 3.508 NE 
2010 271.4 31.73 83.917 5.067 2.892 W 
2011 295.1 31.57 83.751 4.433 2.858 SW 
2012 628.0 32.12 83.667 3.850 2.917 S 
2013 963.0 31.53 83.667 4.042 3.375 SW 
2014 1005.0 32.17 83.583 3.883 3.733 SW 
2015 1963.1 31.58 81.501 2.933 3.3 S 
2016 1934.1 32.42 84.751 4.358 3.058 SW 
2017 558.8 32.17 85.167 4.001 2.825 S 
2018 623.9 32.42 83.001 4.158 2.983 S 
2019 723.1 31.58 81.333 4.575 3.15 W 
2020 2031.8 32.86 85.231 2.994 2.858 SW 
2021 3201.9 32.92 84.909 3.895 3.218 SE 
2022 3012.3 33.01 85.200 2.994 2.858 SW 
2023 3201.8 31.72 89.342 4.432 3.451 SW 

 
Proposed Random Forest (RF) Ensemble 
RF is a widely-used, tree-based, supervised ML heuristics – which achieves accuracy by successfully 
combining as output, the multiple majority voting of weak decision trees to yield a single outcome. 
Its flexibility have necessitated its adoption in both classification and regression tasks [55]. It is 
constructed from the various decision trees as in figure 2. With same nodes, and different inputs 
to yield distinct leaves – it uses labeled data and a voting scheme that assumes all its base 
classifiers have the same weight. Due to randomized bootstrap sampling, some trees will relatively 
yield higher weights, and the selected attribute(s) cannot guarantee that all trees will yield the same 
ability to make decisions. Thus, it mitigates model overfit, poor generalization, and handle(s) 
complex continuous/categorical datasets (in both regression and classification tasks) [56] – by 
leveraging on the decisions of many weak trees/learners to yield a single stronger learner [57], 
[58].  
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The steps involved includes [59]: (a) first, we split the original dataset (into subsets for training and 
testing) using row sampling and feature sampling – so that each partition consists of selected 
rows/columns with replacements, (b) second, we create individual decision tree for each subset 
selected and assigned, (c) third, each decision tree will yield an output, and (d) finally, our ensemble 
will use the majority voting scheme to yield its final outcome.  Figure 3 depicts the structural flow 
diagram of the Random Forest Tree-based heuristic with prediction style and voting mechanism to 
yield either the classification or regression task output. 
 

 
 

Figure 3. Depicts the Random Forest Classifier 
 

The dynamic, stochastic, complex, chaotic and non-linear nature of runoff implies that we may 
experience an incomplete dataset as well as in its unstructured form. Thus, we explore the use of 
Synthetic Minority Over-sampling Technique (SMOTE) to fasten data pre-processing and cleaning 
of sampled dataset. SMOTE is a resampling strategy that creates artificial instances of a target 
class (i.e. runoff) to resolve all imbalance. It uses the oversampling scheme to generate amended 
data points for the underlying features of interest (prior the application of feature selection and 
extraction for the construction and training of the model). This aims to help balance target 
representation.  

 
We use SMOTE to: (a) identify minority data-points in the original dataset, (b) it select instances of 
minority representations in the data point, adjusting the number of its closest neighbors, (c) it then 
interpolates data point ranges to yield an amended dataset that can be adopted for training with 
instances and its chosen neighbors to create synthetic instances (i.e., added data-points that links 
all generated data-points using the minority instances to its closest neighbors), (d) it adds the 
synthetic instances to the dataset – to yield an oversampled dataset with balanced picture of both 
classes, and (e) it splits dataset into train and test as used in the construction, and generalization 
to assess the ensemble. 
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Some benefits for applying SMOTE includes: (a) prevents bias and skewness with imbalanced 
dataset that normally can distort model’s prediction, (b) it enhances an ensemble’s performance 
via balanced datasets as ensemble can adequately learn features and patterns from all classes 
even with majority or minority voting with the balanced dataset as well as detect anomalies during 
testing, and (c) the characteristics linked to the majority class often have a greater significance 
than other features in an unbalanced dataset – so that by balancing the dataset, the model is 
better able to understand the significance of each feature for every class, yielding more insightful 
results. 
 
Experimental Ensemble Training  
Some reasons for choosing RF includes: (a) ensemble learning that allows it to leverage the 
decision of many weak learners fused into a single strong classifier, (b) its ability to handle complex 
dataset, (c) its decreased risk in poor generalization and overfitting of model, (d) its capability to 
understand the relative contribution of various features to prediction, especially when attempting 
to identify fraudulent activities, and (e) its resilience to noise especially in real-world applications 
where dataset is often unstructured and there are no ground truths. Using the dataset produced 
via SMOTE, the Random Forest model was trained as follows: 

1. Data Splitting: The dataset was divided into training and testing sets once it had been 
balanced using SMOTE. By using the training set just for model training [60], the 
oversampled data allowed the Random Forest algorithm to identify patterns. Conversely, 
the testing set, which consisted of hypothetical cases, functioned as a specific 
assessment subset, enabling a thorough examination of the model's ability to identify 
credit card fraud. This division made sure that the trained model had a strong framework 
for assessment, which enhanced its usefulness in practical situations as in Figure 2 and 
3 respectively. 

2. Model Initialization: The default hyperparameters were used to initialize the Random 
Forest model. During this, no hyperparameter adjustment was done [61]. This is because 
the experimental RF-ensemble remains unaffected by, and is less susceptible to hyper-
parameters tuning as with other models/heuristics. An acceptable results can be obtained 
via its default configurations [62]. 

3. Feature Selection: As a pre-processing step – FS seeks to select features in relations to 
the target variable. We adopt the filter scheme to ascertain how relevant a selected feats 
is, in support to the output via statistical test [63]. We use chi-square to test if the 
occurrence of a selected feature correlates to target (runoff) class [64] using their 
frequency distribution. Thus, FS extracts only those parametric feats that highly correlates 
with the output-class [65]. For this section, we use the Python sklearn (and set as 0 the 
value for features that have no mutual information; and set as 1 for those that does 
correlate) of the chosen feats in relation with the target feature/class. All feats are ranked 
by chi-squared using the threshold value as in Eq.1 [66]. 
 

𝑋 =  
∑ 𝑥

𝑛
     (1) 
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A total of 22-feats was contained [67] therein the original dataset. With FS, only six(6) 
features were selected and used to extract from the original dataset. Using chi-square 
approach, we compute the threshold value using Eq. 1 for each attribute to yield the 
scores, in lieu of each attribute’s correlation with the target class 1 as in the table 2. With 
the computed threshold of 2.1874, a total of six (6) feats were selected. These were 
examined to help us gain insights into the contribution of different features to the 
classification process [68]. 

4. Training: The RF ensemble learns from scratch via a pre-designated training set, and is 
expanded to include both the original and artificial data-points via SMOTE [69]. We use 
iterative construction to create several decision trees that results in our ensemble [70]. 
Each tree is then trained using bootstrap sampling to yield resampled subset [71] from 
the enhanced train dataset). The trees' collective knowledge is enhanced by this iterative 
process, which in turn also helps it to identify the intricate patterns present in each record 
[72]. Training set is thus, a blend of both the synthetic and actual samples guaranteed of 
RF-ensemble comprehensive learning experience [73], and by extension improving its 
flexibility and adaptability to the various settings inside the dataset [74]. 

 
TABLE II.  RANKING ATTRIBUTES SCORES USING CHI-SQUARE 
Feature Selected (Yes/No) X2-Value 
Year No 0.4920 
Mean_Annual_Rainfall Yes 3.0298 
Max_Temperature_Difference No 1.3029 
Average_Temperature Yes 18.006 
Min_Temperature_Difference No 1.2093 
Humidity Yes 23.092 
Cloud_cover No 0.9837 
Sunshine Yes 6.0929 
Windspeed Yes 38.389 
Wind-Direction Yes 41.902 

I. Results and Findings Discussion 
 
Performance Evaluation of the Framework 
Table 3 shows confusion matrix prior applying of SMOTE, which agrees with the results therein [75], 
[76] in that ensemble adequately impacts outlies [77]–[80]. In addition, our proposed, 
experimental ensemble outperformed other benchmark models as it was best in its ability to 
successfully balance ensemble accuracy, recall, and precision [81]. It supports effectiveness and 
efficiency of the ensemble – offering a detailed perspective of ensemble's performance in 
differentiating between genuine positives, true negatives, false positives, and false negatives. 
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TABLE III.  ENSEMBLE RESULT BEFORE FEATURE SELECTION 
Heuristics F1 Accuracy Precision Recall 
Logistic Regression 92.19 97.18 93.57 95.82 
KNN 94.35 77.47 92.64 66.57 
Naïve Bayes 95.08 83.03 83.62 82.45 
Support Vector Machine 90.08 50.00 94.57 33.98 
Random Forest 98.02 98.02 96.89 99.01 

 
Table 3 shows the proposed ensemble’s performance prior to its application of the features 

selection technique. The results show that the Random Forest approach ensemble outperforms 
other models yielding an accuracy of 98.02%, and a F1-score of 98.02%. 

 
TABLE IV.  ENSEMBLE RESULT AFTER FEATURE SELECTION APPLIED 
Heuristics F1 Accuracy Precision Recall 
Logistic Regression 98.05 98.05 98.05 98.05 
KNN 92.10 92.28 90.18 94.48 
Naïve Bayes 91.25 90.74 96.16 85.90 
Support Vector Machine 81.45 80.32 85.41 75.81 
Random Forest 99.19 98.19 98.28 98.10 

 
Our experimental ensemble was found to outperform other ensembles. Prior to the application of 
chi-squared FS approach, ensemble yields accuracy of 98.02%; while, other ensembles such as 
Logistic Regression, KNN, Naïve Bayes and Support Vector Machine respectively resulted cum 
yielded an accuracy of 0.9219, 0.9435, 0.9508 and 0.9008 respectively.  In addition, our proposed 
ensemble yields an F1-score of 0.9919 with the application of chi-squared FS-approach and 
SMOTE; while, other ensemble (i.e. Logistic Regression, KNN, Naïve Bayes and Support Vector 
Machine) yielded F1-score of 0.9805, 0.9210, 0.9125 and 0.8.45 respectively.  
 
We observed that the adaption of both the chi-square filter feature selection approach, and use of 
the synthetic minority oversampling technique (SMOTE) data balancing ensures that improved 
accuracy when compared with the results yielded in the studies [82]–[85]; This is as effectively 
seen in Table 4, and also in agreement with [86]–[88]. 
 
4. DISCUSSION OF FINDINGS 
 
The adoption of chi-square, filter-based FS approach with Random Forest and the consequent 
application of SMOTE [89] – have successfully shown a variety of benefits to include [90]: (a) it 
yields fewer features with dataset balancing for use during the construction of a model as well as 
in its inherent training [91], [92], (b) the training time for the experimental ensemble is greatly 
shortened by the impact of the feature selection approach used, as it is predominantly significant 
for real-time prediction, where quick response times are critical for provision of early warning of 
flood management resources when compared with [93], [94], and (c) the ensemble excellent 
accuracy of 99.19% holds that adopted ensemble feature selection did not degrade its 
performance – as compared with [95].  
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The figure shows that the ensemble accurately classified and predicted runoff with a 98.19% 
accuracy for 1300-correctly classified instance with only 21-incorrectly classified instances for the 
dataset used. Thus, in reality, our ensemble holds true to have successfully minimized the false-
positive errors, accurately. Our results indicates that the Random Forest ensemble can effectively 
be used to yield runoff prediction accuracy with data balancing technique. 

 

 
Figure 4. Ensemble Confusion Matrix 

 
5. CONCLUSION 
 
Ensembles are quite challenging to implement due to a variety of conflicts namely [96]: (a) that data 
encoding conflict from one algorithm to another within the proposed ensemble, (b) issue of the 
underlying features of interest generated for the candidate solution is easily resolved with tree-based 
algorithm [97], and (c) conflicts arising from structural dependencies imposed on the ensemble by 
dataset features not contained from the outset [98]. All these, ensures that the ensemble yield its 
optimal solution [99]. Modelers must then, select the requisite, appropriate parameter(s) to avoid 
overtraining and overfit of the ensemble [100].  
 
Furthermore, the effects of such ensemble is to prevent agents within a multi-goal tasks such as 
this [101] – from creating and enforcing their own behavioral rules on the dataset at training [102]. 
Our resultant confusion matrix for the proposed, experimental ensemble yielded a sensitivity value 
and precision of 0.83, a specificity or recall value 0.08, prediction accuracy of 0.991, and a 
misclassification error rate of 0.018 for hyper-parameter tuning and data inclusion (that were not 
originally used) during the model’s training phase [103]. 
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