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ABSTRACT 

The need to predict the academic outcome of new intakes in institutions of learning may arise at 

sometimes. The most widely used statistical methods for prediction when categorical outcome variables 

are involved includes Linear Discriminant Analysis and Logistic Regression. The question of which 

classifies better now comes to mind. Data of students who performed academically above average and 

that of those that performed academically below average was retrieved from their admission forms and 

analyzed with both Logistic Regression and Discriminant Analysis. The contribution of this work is two-

fold. First it compares Linear Discriminant Analysis and Logistic Regression on academic outcome 

variables in institutions of learning revealing a higher predictive accuracy in Logistic Regression than in 

Discriminant Analysis. Secondly, the study revealed that the marital status of parents and mother’s 

occupation are key pointers to the academic achievement of learners. 

Keywords: Linear Discriminant Analysis, Logistic Regression, Academic outcome, Prediction. 

 

1. INTRODUCTION 
The choice of statistical approaches to be employed in researches must be carefully made. This is to avoid 

misleading conclusions that may be due to wrong choice of approach. Some researches can be 

simultaneously carried out using more than one statistical approach. In such cases, the best choice to 

make becomes an issue of concern. In the light of the above, Gareth et al (2013) noted that it is important 

for researchers to be aware of the major differences between possible statistical modeling approaches that 

could be applied simultaneously. Azad (2022) stressed that the researcher should have clear idea of the 

variables that will be used in the research work, whether they are categorical or nominal, ordinal, or rank-

ordered, interval, or ratio-level. Logistic regression and linear discriminant analysis can be used to predict 

the probability of a specified categorical outcome using several explanatory variables. Particularly, 

logistic regression allows predicting an outcome, which may be discrete, continuous, dichotomous, or a 

mix.  Similarly, discriminant analysis aims to predict membership in two or more mutually exclusive 

groups from a set of predictors, when there is no necessarily natural ordering on the groups. Discriminant 

analysis is based on the estimation of orthogonal discriminant functions that are linear combinations of 

the standardized independent variables, which yield the biggest mean differences between the groups. 

Thus, it could be suggested that discriminant analysis and logistic regression can be used to address the 

same types of research question. Based on a set of measurements of a student, a classification model 

predicts the outcome class of that student. These models are created with a learning set of data where the 
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outcomes of the students are already known. Often different populations share similar characteristics. 

This makes it difficult to separate them and a student may be assigned to the wrong class. A good 

discrimination and classification procedure should result in few misclassifications.  

The logistic distribution has many good attributes. It is bounded by zero and one, which is necessary to 

represent probabilities. Also, the distribution is in the shape of an “S”. This indicates that small 

differences at the extreme values of the predictor variable do not influence the outcome nearly as much as 

differences around the center (Dey and Astin, 1993). For example, it might not make much of a difference 

in a student’s probability of dropping out if his high school grade point average was a 2.0 or a 2.5, nor if 

his high school grade point average was a 3.5 or a 4.0. However, there may be a large difference in the 

probability of a student persisting depending if his high school grade point average was a 2.5 or a 3.0 

(Julie,2000). This leads to the logistic distribution’s ability to separate and predict binary outcomes. The 

upper portion of the “S” represents high probabilities of the event occurring and the lower portion of the 

“S” represents low probabilities of the same event occurring. These two portions determine the two 

outcomes. The difficulty lies in deciding where to cut the “S” and separate the two outcomes (Dey and 

Astin, 1993). 

Discriminant analysis is a parametric method that works on the assumption that the predictor variables for 

the different classes are multivariate normal. This implies that the measurements taken on the objects 

cluster around their class mean vector. When a new observation comes along, the multivariate normal 

distribution can be used to find the “distance” from the new observation to each of the class mean vectors, 

or the multivariate normal distribution can be used to find the probability of the new observation 

belonging to each of the different classes. The new observation is then assigned to a class depending on 

which class mean vector is the closest or which class yields the highest membership probability.  

Both the logistic regression and the discriminant analysis can be used for prediction purposes. The 

question of which one has a better predictive accuracy, or which one gives a higher percentage in 

prediction of student’s academic outcome is of interest in this study. The rest of this article are structured 

as follows: First, the extant literatures on relevant pointers to academic outcome are reviewed alongside 

the implications of logistic regression and discriminant analysis. This is followed by a description of the 

research materials and methods used in the study. The results of our enquiry are then discussed. Finally, 

the concluding remarks are presented.  

 

2. Literature Review 

2.1 Introduction 

Admissions processes in institutions of learning today often banks on the ability to predict student 

success. It is usually done through the conduction of tests. However, the use of a test to help determine 

admission has traditionally been problematic and continues to be so. We dispute the notion that merit is 

identical to performance on standardized tests. Such tests do not fulfill their stated function. They do not 

reliably identify those applicants who will succeed in college or later in life, nor do they consistently 

predict those who are most likely to perform well in the jobs they will occupy. As an alternative to 

standardized tests, some colleges rely on two tests as a means of using multiple criteria, but if the two 

tests are highly correlated with each other, there is needless duplication in measuring the same aspect of a 

construct. Because the use of standardized tests has been shown to be problematic, multiple selection 

methods are being used to predict student success such as the case in most Nigerian universities in recent 

time whereby students have to take part in the UTME exams and Post-UTME exams and in more recent 

time have their WAEC examination grades considered. It is therefore pertinent to consider the above, and 

also other variables that could stand as pointers to academic outcome of students for admission in schools.  

2.2 Predictors of Academic Success  

Both logistic regression and discriminant analysis builds a predictive model for group membership. The 

predictor variables provide the best discrimination between groups. For instance, Matthews (1996) 

revealed that the interaction of learning style, race, and gender could be utilized to predict students’ 

retention in postsecondary institutions. However, there is shortage of data that describes the relationship 
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between post primary admission criteria and academic performance. By analyzing the admission criteria 

of groups of students who have been successful against groups who have not, the possibility exists to 

classify subsequent applicants for retention purposes based upon an analysis of admission criteria. 

Consequently, what are the best predictors of students’ academic performance and retention; and further, 

are there emerging trends or patterns within such predictor variables? Possessing this knowledge could 

provide guidance and counsellors with the necessary information that may assist students who are 

academically below average in order to ensure better performance. 

2.2  Logistic Regression and Discriminant Analysis of Academic Success 

Researches comparing logistic regression and discriminant analysis has been quite few especially with 

reference to specific subject matters such as is carried out in this study. Ali et al (1992) used linear 

discriminant functions in their study to see what admission criteria could help predict student success at 

Beirut University College (BUC) in Lebanon. BUC had the problem of having far more applicants than 

space for these aspiring students as is the case in most universities today. Not only had the number of 

applicants to BUC increased, but also the number of students who were on academic probation had 

increased. They developed three different linear discriminant models for each of the divisions at the 

school: business, natural sciences, and humanities. They were satisfied with the predictive ability of all 

three discriminant models for each academic division. Each model had slightly different predictive 

variables. Some of the variables considered for the research were: Score on college entrance exam, high 

school grade point average, type of high school and sex. Another comparison of logistic regression and 

linear discriminant analysis was carried out by Dey and Astin (1993). They used logistic and linear 

regression to predict whether first-time, full-time community college freshmen who intend to earn a two-

year degree would graduate on time. They also tried predicting student’s outcome such as completing two 

years of college, or being enrolled for a third consecutive semester upon admission. They used predictor 

variables that “were shown to predict retention among students at four-year colleges and universities”. 

These predictor variables included students’ concern about ability to finance their education, their motives 

for attending college, how many hours they spent per week at various activities their first year, and their 

high school grade point average. Their results did not reveal any important differences between logistic 

and linear regression. Each of the techniques had similar classification accuracy as well. In another study 

done by Meshbane and Morris (1996), the predictive accuracy of logistic regression and linear 

discriminant analysis were compared. In their presentation, they listed the many conflicting reports about 

which classification method works better for nonnormal predictors and for small sample sizes. They 

concluded that there is no specific type of data set that favors logistic regression or linear discriminant 

analysis. Instead the classification accuracy of both logistic regression and linear discriminant analysis 

should be carefully compared to determine which may provide a better model. Lim et al (1999) compared 

thirty-three classification algorithms including logistic regression and discriminant analyses with various 

data sets. Amongst the algorithms considered in their study, logistic regression and linear discriminant 

analysis performed exceptionally well at correctly predicting class outcome.  

 

3. MATERIALS AND METHODS 

3.1 Data Collection  

The data for this study was obtained from secondary schools in Delta State, Nigeria. The cumulative 

performance of 40 students of which 20 were academically above average and 20 academically below 

average was traced for their first 3 years in the schools (Junior Secondary). Information about seven 

outcome variables were sought from the admission application forms of the 40 students that made up the 

two groups for the study. The variables are as follows: 

 FSLC grade 

 Type of primary school attended (public or private) 

 Age 

 Marital status of parents 

 Father’s occupation 
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 Mother’s occupation and 

 Sex 

The responses were categorical and were grouped into two using the binary code 0 and 1. This was 

categorized as follows:  

 FSLC grade (below Merit-0, above Merit-1) 

 Type of primary school (public-0, private-1) 

 Age (below 10years-0, above 10years-1) 

 Marital status of parents (separated-0, together-1) 

 Father’s occupation (Not white cholar-0, white cholar-1) 

 Mother’s occupation (Not white cholar-0, white cholar-1) 

 Sex (Female-0, male-1) 

 

Logistic Regression 
The logistic regression model is based upon the assumption that the probability that an object belongs to a 

given class follows the logistic distribution. Once this assumption has been made all that is left to 

construct the logistic model is to estimate the parameters using the method of maximum likelihood. The 

logistic distribution is given by: 

                                                             (1) 

Where  

Thus, the likelihood function for the logistic distribution is: 

) 

                                                                        (2) 

The  that produces the maximum likelihood becomes the estimate used in the logistic model. In order to 

make the likelihood function easier to manipulate the natural logarithm of it is taken. This result is called 

the log likelihood. Since the natural logarithm is a monotonically increasing function, the  that produces 

the maximum log likelihood will also be the  that produces the maximum likelihood. Therefore, finding 

the estimates for the coefficients for the logistic distribution all boils down to finding  such that 

is a maximum. This is found by numerical methods. Once  is found, the logistic 

distribution is complete, but the classification rule that assigns a student to class 1 or class 0 must still be 

formulated. This rule is found by determining a “cut-off” probability. Any student whose probability of 

belonging to class 1 is higher than or equal to the cut-off probability is assigned to class 1, otherwise the 

student is assigned to class 0. The value that produced the most overall correct predictions in the learning 

sample is chosen to be the cut-off probability.  

 

3.2 Discriminant Analysis 

Linear Discriminant analysis (LDA) was the second classification model used in this study. LDA is one 

of notable subspace transformation methods for dimensionality reduction (Park and Park 2008). LDA 

encodes discriminant information by maximizing the between-class scatter, and meanwhile minimizing 

the within-class scatter in the projected subspace. To illustrate the steps in carrying out an LDA: consider 

a classification problem involving  groups, each group has  -dimensional samples (  
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If  is a matrix whose entries is made up of the samples in each group, the within group scatter matrix is 

given by  

                                                     (3) 

 Also the between group scatter matrix is given by  

                                                        (4) 

 Linear discriminant analysis (LDA) further assumes that the covariance matrices of the different 

populations are equal. Linear discriminant analysis can be used to determine which variable discriminates 

between two or more classes, and to derive a classification model for predicting the group membership of 

new observations (Worth and Cronin, 2003). The simplest LDA has two groups. To discriminate between 

them, a linear discriminant function that passes through the centroids of the two groups can be used. 

When dealing with three or more groups, the linear combination of the discriminating variables,  for 

the  individual  of group   may be written as 

                                      (5) 

Where  is the LDF score for the  individual in group ,  are the raw weights and  are the 

outcome (or discriminating) variables (Osemwenkhae et al, 2019).  

In LDA, a projection matrix  that consists of discriminant vectors  

is obtainable by solving the following problem 

                                                                            (6) 

This is solved through the generalized eigenvalue problem 

                                                                             (7) 

(See Chun 2019 for clarifications) 

 

4. ANALYSIS OF DATA AND DISCUSSION OF RESULTS 

The analysis of data collected for this study is carried out using SPSS. The results are presented below 

4.1 Predicting Academic Success with Discriminant Analysis 

The following are the results obtained using discriminant analysis 

4.1.1 Box's Test of Equality of Covariance Matrices 

Table 4.1 below gives the status of the covariance matrices for the two groups 

Table 4.1 Box’s Test 

Results 

Box's M 3.946 

F Approx. 3.848 

df1 1 

df2 4.332E3 

Sig. .050 

 

 From the table, the significance value of 0.05 reveals that the covariance matrices for the two 

groups are equal. 
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4.1.2 Stepwise Statistics 

Table 4.2 Variables Entered/Removed 

Step Entered 

Wilks' Lambda 

Statistic df1 df2 df3 

Exact F 

Statistic df1 df2 Sig. 

1 Marital 

status of 

parents 

.677 1 1 38.000 18.102 1 38.000 .000 

 

At each step, the variable that minimizes the overall Wilks' Lambda is entered. From the table, the 

variable that minimizes the overall Wilks Lambda is “marital status of parents”. This indicates that 

marital status of parents of students is the major discriminatory variable between the two groups of 

students. 

 

Table 4.3 Structure Matrix 

 Function 

 1 

Marital status of parents 1.000 

Mothers Occupation -.305 

Sex .278 

Typy of primary school attended .150 

Father’s Occupation -.144 

First school leaving certificate grade .128 

Age .044 

 

From the structure matrix above, the discriminant function is a measure of marital status of parents. This 

explains that the academic outcome of students from broken homes is quite different from that of students 

who are not from broken homes. Other variables do not account much for the difference between the two 

groups.   
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Table 4.4 Classification Results 

  

group 

Predicted Group Membership 

Total   1 2 

Original Count 1 18 2 20 

2 7 13 20 

% 1 90.0 10.0 100.0 

2 35.0 65.0 100.0 

Cross-validated Count 1 18 2 20 

2 7 13 20 

% 1 90.0 10.0 100.0 

2 35.0 65.0 100.0 

 

Cross validation is done only for those cases in the analysis. In cross validation, each case is classified by 

the functions derived from all cases other than that case. 

77.5% of original grouped cases correctly classified.  

77.5% of cross-validated grouped cases correctly classified.  

 

The above table presents the classification result of the discriminant analysis. 77.5% of the original 

grouped cases were correctly classified. Hence, 77.5% is the predictive accuracy of the data under review 

in this research. Our interest now is to compare this value with the predictive accuracy under logistic 

regression. 
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4.2 Predicting Academic Success using Logistic Regression 

From table 4.5 below, it is revealed that the predictive accuracy under logistic regression for the same 

data is 85%. 

Table 4.5 Logistic regression Classification Table 

 

Observed 

Predicted 

 Group 
Percentage 

Correct  1 2 

Step 1 Group 1 18 2 90.0 

2 4 16 80.0 

Overall Percentage   85.0 

 

The above results can be tabulated as follows 

Table 4.6 comparison of predictive accuracy of discriminant analysis and logistic regression 

 Predictive 

accuracy 

Discriminant 

analysis 

77.5% 

Logistic 

regression 

85% 

 

It can therefore be concluded that logistic regression is a better predictor of academic performance of 

students when compared to discriminant analysis. 

 

SUMMARY AND CONCLUSION 

The target of this research work is to study the effectiveness of logistic regression and discriminant 

analysis in forecasting student academic outcomes. Data on fresh intakes into secondary schools in Delta 

State, Nigeria was gathered and the average score of the students were collected for the period of their 

junior secondary school. Each of the variables used for the study were dichotomous, and were coded 

using 0 and 1. Comparison between discriminant analysis and logistic regression where carried out. The 

result proved that logistic regression was able to more significantly predict student outcome when 

compared to discriminant analysis. The study identified the factors that have the most significant impact 

on student academic outcome through the values of standardized coefficients in the discriminant analysis. 

The results indicate the most influential factor to be the marital status of parents. Another important factor 

identified is Mother’s Occupation. The findings of the study help us to understand the student who needs 

preliminary assistance from their advisors.  
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